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Abstract

Reliable transmission of a discrete memoryless sourceawarltiple-relay relay-broadcast network
is considered. Motivated by sensor network applicatidris,assumed that the relays and the destinations
all have access to side information correlated with the dyitgy source signal. Joint source-channel
cooperative transmission is studied in which the relayp b transmission of the source signal to the
destinations by using both their overheard signals, asénctassical channel cooperation scenario, as
well as the available correlated side information. Decadd-forward (DF) based cooperative transmis-
sion is considered in a network of multiple relay terminaigl &wvo different achievability schemes are
proposed: i) a regular encoding and sliding-window decgdicheme without explicit source binning at
the encoder, and ii) a semi-regular encoding and backwarddileg scheme with binning based on the
side information statistics. It is shown that both of thesieesnes lead to the same source-channel code
rate, which is shown to be th&ource-channel capacitin the case of i) a physically degraded relay
network in which the side information signals are also ddgdain the same order as the channel; and
i) a relay-broadcast network in which all the terminals wém reconstruct the source reliably, while

at most one of them can act as a relay.
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I. INTRODUCTION

A relay network consists of a source-destination pair artlod¢ed relay terminals that help
the transmission of messages from the source to the destindthe classical relay channel
model [1] focuses on the maximum channel coding rate thatbeaachieved with arbitrarily
small probability of error. Most studies on the relay chdrfolowing [1] focus solely on the
channel coding aspects of relaying, motivated by the imgmment in the capacity, reliability or
coverage extension provided by the relay terminals. On tiherdvand, in some applications, such
as sensor networks, the relays might have partial infoonadibout the source signal obtained
through their own sensing capabilities. This additiondesinformation can be used to improve
the end-to-end system performance. The advantages ofigxglihe correlated side information
in a sensor network from a purely source coding perspectve bheen illustrated in [2].

Here we consider the transmission of a discrete memory@kg Eource over a DM relay-
broadcast network with multiple relays and destinatiomsyhich all the terminals in the network
have access to their own correlated side information. Theysein the network are dedicated
terminals whose only goal is to help the transmission of e signal to the destinations.
Some of the destinations also have channel inputs througthwhey can also relay the source
signal to each other. The goal is the reliable (losslessistrassion of the underlying source
signal to the destination(s), and the problem is to charaetehe maximum number of source
symbols per channel us¢hat can be transmitted reliably, called theurce-channel capacity
This is a joint source-channel coding generalization ofdlassical relay network problem.

In this model the transmission scheme should exploit thdadibty of the side information
at the network terminals as well as the overheard channetrtrssions. Note that the classical
channel cooperation ignores the side information at thmiteals. However, this can lead to a
significant performance loss. Consider, for example, alsirglay channel in which there is no
channel from the source terminal to the relay, i.e., theyrelmnnel output is independent of the
source terminal’s channel input, while the relay has actessde information correlated with

the underlying source signal. In this case the relay cahcstdperate with the source terminal

IHere, the “channel use” refers to the use of the whole netwuok the use of the separate source-relay or relay-destnat
channels. A more appropriate term would be the “network ubat we stick here to the more common terminology in the

literature.
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by forwarding its side information to the destination. Thmecial case is called thene-helper
problem and the benefits of cooperation in this setup are shown iarjd][4]. Classical channel
cooperation schemes cannot exploit the side informatidheatelay terminal, since their focus
is on the processing of the overheard signal received byetlag.r

Several channel coding techniques have been proposecefoeldty channel]1]. In the decode-
and-forward (DF) protocol the relays decode the underlymggsage, and cooperate with the
source terminal to forward it to the destination. While nptimal in general, DF achieves the
capacity in a physically degraded relay channél [1]. Here,fecus on the DF protocol in the
joint source-channel transmission setting and proposeiptesrelay extensions that exploit the
side information at the relays and the destinations.

The DF protocols in the literature are categorized baseti®nddebook sizes and the decoding
strategy. Inirregular encoding and successive decod[ip the relay and the source codebooks
have different sizes and the destination applies sucaesieoding. Inregular encoding and
sliding-window decodingintroduced in[[5], the source and the relay codebooks hagesame
size and the destination decodes each source message gywsioonsecutive channel blocks.
Finally, in regular encoding and backward decodjnigtroduced in [[6], the destination waits
until all channel blocks are received, and decodes the messaarting from the last block and
going backwards. For single source-single destinaticayraktworks all encoding schemes lead
to the same set of achievable rates despite having diffeldat behaviors; however, this is not
the case in general, and backward decoding might lead tehightes when there are multiple
source terminals in the network|[7]. DF channel coding iseged to multiple-relay networks
in [8], [2], [10], [11] and [12]. While [9] and[[12] considerregular encoding, [8] and [10]
study an extension of the regular encoding and sliding-aswndlecoding scheme, and finally
[11] and [13] extend the backward decoding strategy to ipleltielays.

We propose two differerjbint source-channel cooperatigarotocols based on DF relaying. In
particular we consider the joint source-channel codingmsibns of the sliding-window [8], [10]
and backward decoding schemeés![11],/[13]. These two trassom strategies differ in terms
of the sizes of the codebooks used and the decoding delayselass the source encoding
techniques; hence, these two schemes offer a tradeoff betdecoding delay and complexity
in the system, while achieving the same performance in teftise source samples that can be

transmitted per channel use, i.e., the source-channel reade
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In transmitting a source signal to another user with coteelaide information, the classical
random coding approach developed by Slepian and Wolf inh {84p usebinning to reduce
the amount of transmitted information. Source binning,clhwill be defined more rigorously
in Section[Ill, refers to dividing the possible source semes into groups and sending only
the index of the group rather than the index of the sequence.decoder can then decode the
source sequence using its side information together wighbin index. In the relay network
setup with the DF protocol, due to the varying quality of sidéormation at the terminals,
separate binning is required for each terminal, and theesponding bin indices are transmitted
with channel codes at different rates. This will be the apphotaken in the construction of the
backward decoding scheme. However; we will see that tressaon at the same rate is also
possible without resorting to any binning operation. Thi#i tne the approach for building the
sliding-window decoding scheme.

We should also remark that the proposed protocols are nadcexgh to achieve the optimal
performance in the general setting since our problem is &rgémation of the classical relay
network problem, which remains open. However, we provetti@proposed DF-based protocols
achieve the optimal source-channel code rate, i.e., theesanannel capacity, in a physically
degraded setting in which both the channel outputs and tte isiformation sequences are
degraded in the same order, and in a relay-broadcast netwitihkone source and multiple
destinations, such that at most one of the destinations lsanaat as a relay.

The problem of joint source-channel cooperative transonssas been previously studied for
a single relay channel in [15], [16] and [17], and for a mué#pelay network in[[18] and_[19].
The techniques proposed in all these works are based on B¥irrglwith different transmission
techniques. While semi-regular encoding and backward diegowith explicit binning at the
source encoder is proposed in [15], irregular encodingtesgive decoding with and without
explicit binning is considered in [16] and [17], respeclyvén [18] a regular encoding/ sliding-
window decoding scheme with explicit binning is considemedhe multiple-relay setting. The
lossy version of joint source-channel cooperative trassian is studied in [20].

The rest of the paper is organized as follows: In Sediibn #,imtroduce the system model
and the problem. In Sectidn llll we illustrate the differertmetween binning and non-binning
based joint source-channel coding schemes in a pointita-poenario. The main results of the

paper are stated in SectibnllV, in which the focus is on a rektyork with a single destination
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terminal. In Section_V we extend the results to relay broatlceetworks, and show that the
proposed achievability technique based on joint souregveél DF scheme is optimal when
there is only one destination with transmission capabilitye paper is concluded in Section VI.
The proofs of our main results are detailed in the Appendices

In this paper we denote random variables by capital letsas)ple values by the respective
lower case letters, and alphabets by the respective @l letters. The cardinality of set
is denoted byA|. For & < n, the sequencéXy,...,X,) will be denoted byX}, while X"
will be used forX}'. The complement of a certain elemekt in a vector X™ will be denoted
by X¢ = (X1,..., Xio1, X1, Xn).

Let 7(-) be an injective functchﬂrom aset{l,..., N} toset{l,..., K} with1 < N < K.
For1 <i<j <N, we definer(i : j) £ {x(i),7(i +1),...,7(5)}. We also define, for a set
C=1{c,...,co},n€Zande; € Z%, X¢ 2 (X,,, ..., X.,).

[I. PROBLEM SETUP

We first consider the relay network with a single sourceidatibn pair and multiple relays.
We have a network of{ + 2 terminals (see Fid.]1): termindl, is the source terminal observing
the source signab,, terminalsT; for i = 1,..., K are theK relay terminals each observing
a different correlated side information signgl and terminall’x ., is the destination terminal
with its own correlated side information signél;.;. The underlying DM relay channel is
characterized by the conditional distribution

n n n n
YL Yimlzo, 2, T HPY1 ..... Yicar|XooXpe (YLt + - s Y1t Tosts - -+ Th),
t=1

wherez;, € &; andy,, € ), respectively, are the channel input and output of terminaat
time ¢; and the finite set&; and)); are the corresponding input and output alphabets. We denote
this channel by( Xy, ..., Xk, p(yT, .. ., ykalzg. o7, 2%), Vi, s Vi)

We consider DM independent and identically distributeidd()) signals(Sy, . .., Sk+1) which
are arbitrarily correlated according to a joint distrilmutip(s, ..., sx.1) over a finite alphabet
So X -+ X Sk41. The sequencgS, ;}52, is denoted as the source sequence whilg;}32,,
1=1,..., K + 1, is the side information sequence available at termifjaM/e denote the set

composed of the source and the side information signal&Shy. . ., Sk 1), p(So, - - -, Sk+1)-
2A function f on a setA is injective if for alla,b € A, if f(a) = f(b), thena = b; that is, f(a) = f(b) impliesa = b.
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Fig. 1. Transmission of a discrete memoryless source ovefag network with correlated side information.

Definition 1: An (m,n) joint source-channel code with the sourdés, ..., Sk.1) and the
relay network(Xy, ..., X, p(y7, - - Yk |2h, 27, .. 2%), V1, ..., Vk+1) consists of
1) An encoding functiorfém’") : 8™ — X at the source termindl, that maps its observation
S to a channel codeword of length-i.e., X7 = f{™™ (sm).

(m;n)

2) Aseries of encoding functions for each relay termifial = 1,..., K: £ = { £, ..., fom),

such that the encoding function at time instardepends on the previous channel outputs

Y/~! as well as its side information vectst”. We have

(2

Xit

)

- f(;mn) (}/;717 R K,t—l? Szn)’

(2

forl1 <i< Kandl <t<n.
3) A decoding function at the destination termifia}; which maps the channel outphf

and its side informatiorby’ , to the estimates!” by
g Vi1 X Sk =Sy, 1)

Le., S5 = gt (Vi SR )
The goal of the network is to transmit the source messggeo the destination terminal in a
reliable manner. Reliability is based on the following dilom of average probability of error.

Definition 2: The probability of error for arim, n) code is defined as
plma) _ py {é}?H - 55”} ,

where the averaging is over both the source and the charstebdtions.
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Fig. 2. Transmission of a discrete memoryless source ovairg-fo-point channel with correlated side information.

Definition 3: We say that the source-channel code rate sburce samples per channel use
is achievableif there exists a sequence @f, n) codes satisfying” > r whose probability of
error vanishes with increasing block size, i.B™™ — 0 asm,n — ooc.

In [21] we have defined theource-channel ratas the number of channel uses required to
transmit each source sample, that is, as the inverse ofdhece-channel code ratee have
defined here. The latter definition is in accordance with @fendion of the rate of a joint source-
channel code used in_[22]. Similar to the definition of chdrcapacity, we define a source-
channel capacity of a network which considers both the soard the channel characteristics.

Definition 4: The source-channel capacitgf a network is defined as the supremum of all

achievable source-channel code rates.

[Il. POINT-TO-POINT CHANNEL: TO BIN OR NOT TO BIN

In this section we focus on the point-to-point channel seétumtroduce the basic concepts
such as binning and source-channel separation, which gtiddpful in understanding the coding
schemes proposed for the relay network. The point-to-pdiannel without side information at
the receiver was studied by Shannon, who proved the optynailisource-channel separation
in this setup([2B3]. The point-to-point channel with sideoimhation at the receiver was studied
by Shamai and Verdu in_[24]. In the system model introduce&ectiorl, the point-to-point
channel with receiver side information corresponds to theeowith X' = 0 (see Fig[R). It is

shown in [24] that a source-channel code rats achievable if there exists an input distribution

I(Xo:Y) .
H(So[51)”

there exists an input distributign(z,) such that- <

p(zo) such thatr < and conversely, if the source-channel code rateachievable then

[(Xo:Y1) _ , .
H(S(;\Sll)' Note that/(Xy; Y;) is maximized

by the capacity achieving input distribution. Hence, egléntly, the source-channel capacity of

this system ism, where C' is the channel capacity. Moreover, it is not very difficult to

see that the source-channel separation theorem holdsi$osdtup, that is, any source-channel
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code rate less than the source-channel capaﬁg%m can be achieved by first applying source
coding, and then transmitting the compressed source bis the channel using a capacity
achieving channel code. As pointed out in![24], the sourcmeéer in the case of separation is
a Slepian-Wolf encoder that operates at the conditionabpwtrate of H(S,|5;) rather than the
source entropy rate off (Sy), due to the availability of the correlated side informatianthe
receiver.

Slepian-Wolf compression involvekinning of the source outcomes. The source encoder
randomly distributes all possible source output sequeisgednto 2m#(%l51) pins, that is, it
independently assigns an index uniformly distributed ofr. .., 277 (%S} to each of the
possible source output sequences. The bin index for eaaitesgequence is transmitted over
the channel by assigning a channel codeword to each bin .ind@xng decoded the channel
codeword, and hence, the bin index, correctly, the receudputs the source outcome in the
corresponding bin that is jointly typical with its side imfpation sequence.

We next present a coding scheme that generalizes this separarce-channel coding ap-
proach. In this generalized scheme, we randomly distribllteS]* sequences intd/ = 2%
bins, whereR is not necessarily equal t(.Sy|S1). Let B(i) be the set of sequences allocated to
bini. Then, we generat&/ independent channel codewords of lengthccording to distribution
[T, p(x0+), and enumerate these codewordsc@agu) for w = 1,..., M. This constitutes the
only codebook in the system. Encoding is done as in the siparscheme. The transmitter
finds the index of the bin to whichs{® belongs, and transmits over the channel the codeword
xy (7).

In the classical source-channel separation approach hidwenel decoder, upon observing the
channel output, decides a single codeword index, and cemey index to the source decoder.
This index corresponds to the bin index to which the sourcgiesece belongs. Then the source
decoder estimates the source sequence using the bin indetharside information sequence.
For the channel transmission to be successful with high giitiby, the rate of transmission
should be less than the channel capacity. Hence, in theaepaapproach, it is advantageous
to reduce the number of possible indices to be transmittezligh source binning to achieve
higher source-channel code rates. However, in the gepedadicheme, we consider a joint source-
channel decoder, following the approachl(in/[25]. The decadéhe receiver looks for an index

i for which z{} (i) and Y* are jointly typical, and at the same time, there exists dyxamte
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source sequenc&” in bin i that is jointly typical with S{". This source sequence is the output
of the decoder. Note that, due to the joint nature of decodsigg both the side information and

the channel output, this is not separate source and chaadeligcin the strict sense. We refer

the readers ta [25] and [21] for more discussion on sour@eyeél separation in multi-terminal

scenarios.

We have an error if there exists no or more than one such bexifcr if there exists more
than one jointly typical sequence within binThe probability that there is no bin index satisfying
the joint typicality condition vanishes as grows. The probability of having no jointly typical
source sequence within the correct bin also vanishes sificand S7* are jointly typical with
high probability asn grows. The probability of having another jointly typicalusoe sequence

in the same bin as{" is bounded by

mAm ‘2 m(I(So;51)—3¢) < 2m(H(So)—|—e)2—7711‘%2—771(1(50;Sl)—3e)7 (2)

in which A™(Sy) denotes the set of-typical n-tuples according taPs,. Using the classical
arguments on typical sets [26], it is possible to show thitg(es to zero ifR > H(Sy|S1).
We also have an error if there exists another bin ingdegatisfying the joint typicality

conditions. The probability of this event can be bounded by
2mR2 TL(I(XO Yl 36 ‘B ﬂAm ‘2 mI(SO Sl) 36) < 2 TL(I(XO Yl) 36)2m( (So|51)—2t€)7

I(Xo;Y1)
H(So|S1)

which goes to zero itnH(5]S1) < nl(Xy;Y1). Hence, any rate satisfyingr < is
achievable.

Now, we have a set of coding schemes each with a different rumibsource bins, that is,
with different R values satisfyingkR > H(S,|S1). As suggested in_[27], the “joint” decoding
operation considered in the generalized scheme can eguoilyabe viewed as a separate source
and channel decoding scheme, in which the channel decodeliss decoder, which outputs
the list of bin indices for which zj (i) andY;" are jointly typical. This list decoding approach
includes separate source-channel coding as a special ¢dsdiw= H (S5,|51); in which case
we have, with high probability, a single element in the lis,, there exists only a single bin
index whose channel input codeword is typical with the clhmutput.

We want to point out here that, on the other extreme, this rgdéimed scheme works without

any binning, such that we generate an independent chandelwood for each possible source
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outcome, i.e.,R = log |Sy|. From a practical point of view, this can be seen as trarisfgthe
complexity of binning from the encoder to the decoder, whiolw needs to apply joint decoding
or list decoding. From a theoretical point of view, since tleeoder only outputs typical source
sequences as its estimate, there is no point in having mare2tt{(50)+¢) pins as, otherwise,
there would be bins without any typical source sequences,vie haveR < H(Sy). Hence, in
the rest of the paper, schemes with= H(S,) are considered aso-binningschemes.

In the case of a point-to-point channel, the only differefedween separate source and
channel coding with binning, and joint decoding with nofbing is the operation at the encoder
and the decoder. However, as we will see in the followingisast in the case of relay networks
these two approaches require different transmission potgpand hence, obtain different delay

performances even though they still achieve the same schamenel code rate performance.

IV. MAIN RESULTS

In this section we address the main problem of source tresssom over relay networks. We
state our results for the single destination setup in thitiae while the proofs are given in the
following sections. The first theorem provides an achiditghriesult.

Theorem 1:For the DM relay network with correlated relay and destmraside information,
the source-channel code ratés achievable if, foralk =1,..., N,

H( X 0:i—1)3 Ya(i) | Xri:n=1))
r< : 3
H (So]Sr@))

for an NV satisfyingl < N < K +1, and for some injection(-) from {0,..., N} to {0,..., K+

1} such thatr(0) = 0, 7(N) = K + 1, and for some input distributiop(xy, . . ., xx) and X,

iS a constant.

Note in [3) that we impose decoding constraints for only asetibf the relays in the network
together with the destination, such that omy— 1 relays decode rather than all of them.
Excluding some of the relays from cooperation, the relayth &ipoor channel from the source
terminal as well as poor side information, can potentiatigrease the rate in the case of DF
relaying, as these relays can decode only at very low rates.

In the appendix we provide two different proofs for the avhlality of Theorem[ll. Both
proofs are based on DF relaying in the joint source-chaneiting, that is, the source vector

Syt is decoded in a lossless fashion by all the terminals ppéioig in cooperation. The first
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proof is based on block-Markov regular encoding and slidimgdow decoding without explicit
binning. This achievable scheme is based on the joint setiraenel decoding scheme with no
binning introduced in Sectidn ]Il. Here, we combine thishigique with block Markov encoding
in a multiple-relay setup. The typical source outcomes aapprd directly to different channel
codewords rather than binning the source outputs prior &micél codinB. The decoders at each
relay apply joint source-channel decoding (or, separasammdl and source decoders in which
the channel decoder outputs a list of possible inputs ratteer a single codeword index). Each
relay finds the unique index for which the corresponding sewodeword is jointly typical
with its side information while the corresponding channeti@wvords are jointly typical with
the received channel vectors in the preceding blocks. Bh&riegular coding scheme since all
the terminals in the network use a codebook of the same siziehvis equal to the number of
typical source outputs. The details of this achievabilitygs are given in AppendikA.

The second coding scheme, which was studied in [15] for desigday channel, uses explicit
binning at the source encoder and channel codes of diffeiges for each terminal in the
network. We call this scheme semi-regular encoding withkbvacd decoding. The source is
compressed (by binning) for each separate side informaigmal in the network, and hence a
different rate of information is transmitted to each usenwvaver, the rate of the channel codes
for the terminals that have already decoded the messagerancbaperating to forward it to
the next terminal are the same. This is why we call this coditigeme a semi-regular encoding
scheme. For decoding we use nested backward decading/IB]],TThe detailed analysis of this
achievability scheme is given in Appendix B.

These two coding schemes essentially differ in terms of #laydin decoding, while each
message block is decoded after a delayidfchannel blocks in the case of sliding-window
decoding, the delay is much larger in the case of backwarddileg, since the destination can
start decoding only after receiving all the channel blodksthe case of pure channel coding,
the two schemes have exactly the same encoding structuneg hthe tradeoff is between the
delay and the complexity. However; in the joint source-ctercoding setting, there is another

difference between the proposed coding techniques. Whitdwveard decoding works together

3This is equivalent to binning all source outcomes ifto= 2™ (50) bins in the scheme introduced in Sectfod IIl, so that

there is one typical source outcome in each bin.
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with explicit binning, sliding-window decoding is based wratching the source outcome directly
to a channel input. Therefore, in practical systems, thé&ward decoding scheme can be directly
implemented using the existing point-to-point source sogled DF channel codes for the relay
channel. However, the sliding-window coding scheme rexguuilding new codes that implement
the joint source-channel encoding and decoding technigupgactice.

In the following theorem it is shown that the proposed schemehieve the source-channel
capacity in a physically degraded relay network with degcadide information sequences. The
definition of a physically degraded relay network is givetote

Definition 5: A discrete memoryless relay network is said togdbg/sically degradedf

p(yi+1, S >yK+1|yz',$0> ce JK) :p(yzurb e 7yK+1\yi7$ia e >~TK) (4)
forall i =1,..., K, or equivalently if
(X()v"'in—l) - ()/; Xi 7XK) - ()/i-i-lv"'vYK-l-l)

forms a Markov chain forall =1, ..., K.
Theorem 2:For a physically degraded relay network in which the sidenmfation sequences

also form a Markov chain in the same order, i.e.,
So = 51—+ = Sk,

the source-channel capacity is given by
I(Xy LY X

min ()
(20,21, J/‘K)izl """ K+1 H(SO|SZ)

Proof: The converse for degraded relay networks follow from thesaitbound. Consider
the setS; = {To,...,T;-1} and assume that the terminals$h all have access to the source
vector Si*; hence, they can cooperate perfectly for transmitifjg We further assume that the
remaining terminals can also cooperate perfectly by pgodilh the available side information
vectorsS;”, ..., Sg,, as well as their received channel outphfs, ..., Yz ;. This reduces to a

point-to-point scenario for which the following is a neaagscondition for reliable transmission:

H(SO|SM cey SK+1) < TI(Xé_l; }/;K+1|Xi[(+1).
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Fig. 3. Transmission of a discrete memoryless source ovelag-broadcast network with™ relay terminals and. destination

terminals.

From the degradedness assumption of the side informaticiorgewe have
H(SolSi, -+, Sk41) = H(So|S:),
and from the physically degraded channel assumption we have
TGS Y X = (X vl ),

We complete the proof of the theorem by consideringSalets corresponding to=1,..., K+
1. [ |

V. EXTENSION TO RELAY-BROADCAST NETWORKS

It is possible to generalize the achievability results ist®a[[V] to a relay-broadcast network,
in which there are multiple receivers interested in deogpdime source samples in a lossless
fashion (see Figurk] 3). In this setting, termindlg,, ..., Tk, not only decode the source
sequence, but can also relay the decoded sequence for daah \0e call this more general
network arelay-broadcast networkl he following theorem provides an achievable source-cbbn
code rate for a relay-broadcast network. The proof followsilarly to the proof of Theorem
[, in which a subset of the relays and the destination tedsaaply the DF protocol in some

given order.
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In this model, the DM channel is characterized by the coodéi distribution

pTs - YR |20, 215 ey r)-

The source and side information sequences are DM and cher&ct by the joint distribution

p(S(J; ceey 5K+1)

over a finite alphabef$, x - - - xSk 1. Terminall maps its observatiof;* to a channel codeword
of lengthn by the encoding functiogfom’”) : 8™ — A The terminall; has encoding functions
Fomn) = {fﬁ”’"),.. (m”} such thatX;, = ff’t"”( Yit,.oo,Yie1,S™), for1 <i < K+ L
and1 <t <n.

The decoder at a destination termiffg) j = K +1,..., K + L, maps the channel outpi®
and its side informatiort’" to an estlmat(—:Sm by the decoding functloxﬂm = g] (Y" ST).
The probability of error is defined a&™™ = Pr {U;:;{LH{S;” £ Sgb}}. The definition of an
achievable source-channel code rate is similar to Defmidiasing this new probability of error
definition.

Theorem 3:For the DM relay-broadcast network with correlated relag a@estination side

information as in Figuré]3, the source-channel code rateachievable if, foralk = 1,..., N,
I(XT((OZ 1)5 7r(z |X7r(z B 7X7T(K+L)>
r< , (6)
H (50| Sr))

for an NV satisfyingL. < N < K+ L, and for some injection(-) from {0,..., N} to{0,..., K+
L} such thatr(0) =0 and{K +1,K+2,..., K+ L} C«w(1: N), and some input distribution

p(%; . ,$K+L)-

When all the terminals in the network wish to decode the smwequence, i.ell =
in the relay-broadcast network, and the channel inputs eddtterminals are deterministic, i.e.,
| Xk 11| = ... = |Xki] = 1, then the problem reduces to the problem of broadcastingnanmm
source to multiple terminals each with different side infi@tion. This problem is studied in [25]

and it is shown that the source-channel capacity in thispsistgiven by

< N I(X07Y)
up 1 ml
p(;po ----- L H(SO|S)

For this special case, our achievable scheme based on rezndading and sliding-window

(7)

decoding reduces to the coding scheme in [25], whereas thiersgular encoding and backward
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decoding scheme, introduced in the proof of Theokém 1 pesvih alternative optimal coding
scheme for the broadcasting problem.

Another special case for which the source-channel capeaityobe completely characterized is
when all the terminals are interested in receiving the smgerjuence and there is only a single
terminal with transmission capability, that i& = 0 and |X;| = --- = || = 1. We have the
following result for this setup.

Lemma 1:For the DM single-relay broadcast network with correlatelhy and destination
side information at the terminals, i.&s = 0, L > 2 and |X,| = --- = |X| = 1, the source-
channel capacity is given by

{I(Xo;Y1|X1) I(Xo, X1;Y2) I(Xle;YL)}

H(So|S1) = H(So|Ss) '~ H(So|Sr) (8)

sup min
p(z0,21)

Proof: While the achievability is a direct result of Theoréin 3, tlmnerse follows from
the cut-set bound. The first term in the minimization comesnfithe cut around terminal,

and the following terms follow from the cuts around each & terminalsls, ..., T}. [ |

VI. CONCLUSION

We have considered the reliable transmission of a discretmaryless source signal over
a cooperative multiple-relay relay-broadcast network imoh the relays and the destinations
all have access to a different side information signal datee with the source signal. We have
defined the source-channel code rate of a code for such arsgstéhe number of source symbols
per channel use that can be transmitted reliably to the rdggin. The goal is to identify the
maximum source-channel code rate, which we have definedeasotlrce-channel capacity.

We have developed two different joint source-channel coadfmn schemes which generalize
decode-and-forward relaying to joint source-channel eoafon in multiple-relay networks, and
we have identified the achievable source-channel code oatinése schemes. The first scheme
does not use explicit source binning and is based on regldekiMarkov encoding with sliding-
window joint source-channel decoding, while the seconeé&sehapplies explicit source binning
and uses separate source and channel decoders based oagdariblock-Markov encoding and
backward decoding. Our schemes illustrate that these twodémg schemes, apart from leading

to different amounts of delay in decoding, also require twftecent types of implementation
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in the joint source-channel coding context. The conseceent this variation on the design of
the practical codes is the subject of future research. M@meave have proven the optimality
of DF relaying in the joint source-channel setting for a pbgly degraded relay channel with
degraded side information, and for a relay broadcast n&twben all the terminals are interested

in decoding the source signal, but at most one of the deginmsahas the transmission capability.

APPENDIX A

PROOF OFTHEOREM[I: REGULAR ENCODING AND SLIDING-WINDOW DECODING

For a given(n, m) pair, we build the code as follows. ConsidBr— K > 0 source blocks,
each consisting ofn source samples, enumerated #8(b), b = 1,..., B — K. These source
blocks will be transmitted to the destinatid@ix ., over B channel blocks, each consisting of
channel uses. This corresponds to a source-channel cadefrdn/(B — K)m channel uses
per source sample. Note that this rate gets arbitrarilyectos:/m as B — oc.

Without loss of generality, we consider the special inftti(:) = fori =10,..., K + 1,
and present the achievable scheme for this permutationer@ézation to any other subset of
the relays and any other decoding order follows similarly.

Fix p(zo, ..., ) such that[(B) holds. We use superposition block Markov eimgpand sliding-
window decoding.

Source code generationGenerate at random/ = 27(H#(50)+<) i j.d. source codewords™ (wy)
in 8", wy € (1, M], each drawn according to the distributidfi” , p(so.). This constitutes the
source codebook.

Channel code generationGenerate at random/ i.i.d. channel codewords}, ,(wx_1) in
Xp_,, wi_y € [1, M], each drawn according to the distributipf{’_, p(zx_1.). This constitutes
the random channel codebook of rel@y_;.

Then for eachz}, _,(wk_1), generate at random/ conditionally i.i.d. channel codewords
T _o(wi_slwg_1), wx_s € [1, M], each drawn according to the distributipf)_, p(zx_2+|xkx—1(wk_1)).
This constitutes the random channel codebook of rélays.

We continue the generation of codebooks sequentially fertéhminalslyx_3, Tx_4, ..., 1.

For each tuple of

{x?+1(wi+l|wi+27 e >7~UK—1)> $?+2(wi+2|wi+37 e >7~UK—1)> e ax?{_l(wl{—l)}
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Terminal Block 1 Block 2 Block 3
To zg (wo(1)[1, 1) z g (wo(2)|wo (1), 1) z (wo (3)|wo (2), wo (1))
T x(1]1) o (g (1)]1) o (g (2)|wd (1))
T2 x5 (1) «} (1) af (93 (1))
Terminal Block B — 2 Block B-1 Block B
To xf (wo (B — 2)|wo (B — 3), wo(B —4)) | af(Lwo (B —2), wo(B — 3)) @f (11, wo (B — 2))
T a7 (03 (B — 3)|%§ (B — 4)) 2T (g (B — 2)| g (B — 3)) a7 (19§ (B — 2))
Ty ol (05 (B — 4)) @l (3 (B — 3)) ol (w5 (B — 2))

Fig. 4. Channel codeword assignment for the regular engodid sliding-window decoding scheme wikh = 2 relays. We

transmit B — 2 source blocks to the destination i channel blocks.

generateM conditionally independent channel codewortd$w;|w;1, ..., wx_1), w; € [1, M],
each drawn according to the distributif_, p(z; ¢|zit1¢(wis1, .., wk_1), ..., Th_ (WKk_1)).
This constitutes the random channel codebook of termipalor i = K — 3, K — 4,...,0.

Finally, the channel codebook generation process is regeadependentlyik’ — 1 times,
and these codebooks are used sequentially over differemneh blocks, so that when the joint
typicality decoding is applied simultaneously ov€rconsecutive channel blocks, the decoding
errors corresponding to different blocks are independémtaoh other.

Encoding:At channel blocky, for b =1,..., B — K, the source termindlj finds the index
wo(b) of the source outcome*(b). The indexw,(b) is set tol if the source realization is not
typical. We setw,(b) =1 for b > B — K for notational convenience.

From the decoding procedure, which will be presented néxtebeginning of block for
b=1,...,B, terminalT;, i = 0,..., K, has the estimate$;(b — k + 1) of wy(b — k + 1) for
k > i+ 1, where we letwy(i) = wg(i) for ¢ = 1,...,b. Terminal T; then sendsc” (w;(b —
i)|wi(b—i—1),...,w;(b— K)) over channel block using the codebook whose turn has come,
where we set;(b') = wy(b') = 1 for everyt/ < 1 andb’ > b — K + 1. See Fig[ ¥ for an
illustration of the encoding procedure in a network with= 2 relays.

Decoding: At the end of blockp, forb =1,..., B, terminalT;, : = 1,..., K + 1, declares
w;(b—1i+ 1) = w if there exists a unique index € [1, M] for which

(s™(w), S™Mb—i+1)) € A"(So, S;)
and
(@i (wli(b— 1), wi(b—j — K)),... @ (@i(b = j — K)), Y] (b= j))

c A?(Xi—l—jy cee aXKvi/i)a
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in all the blocksb — j for 7 = 0,...,7 — 1. An error is declared if no or more than one such
index is found. Note that termindl;, i = 1,..., K + 1, attempts decoding at channel blocks
1<b<B-K+i—1.

Analysis of probability of error: The probability of not having a typical source outcome
vanishes asn increases. Hence, in the rest of the error analysis we wiligoon the analysis
of error for decoding the typical source realization at tlogles.

Denote byP;(b) the probability of the event that a decoding error is madeeaninal 7;,
1=1,...,K+1,inblockb, b=1,...,B, conditioned on the event that no decoding error is
made in the previous blocks. That is, we have

Py(b) £ Pr{uy(b — i + 1) # wo(b— i + )| E°(b — 1)},
where
EC(b) & {iy(b —i+ 1) =wo( —i+ 1) forall ¥’ =1,....;bandi=1,..., K + 1}.
Then the probability of erroP, can be bounded as follows

P.=> Priw(b—i+1) #wo(b—i+1) for somei € {1,... K}E(b—1)} - Pr{E“(b— 1)},
b=1

©)
B K
<> N Pb) - Pr{E(b—1)}. (10)

b=1 i=1

Assuming no decoding error is made in the previous blocksateulateP;(b) we can assume

foral ¥ = 1,...,b— 1. Then terminalT;, i = 1,..., K, declaresw;(b —i + 1) = w, for
b—i+1>1,if wis the unique indexw € [1, M] such that

(s™(w), S"(b—i+1)) € AZ(S0, Si) (11)
and
(i j(wlw® —19),...,wb—j = K)),..., 2% 1 (wb—j— K)),Y;"(b— 7))

S A?(Xi—l—j7 s 7XK7 }/;)
(12)
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hold simultaneously for all the blocks— j for j =0,1,...,i — 1.

We define the following sets

EY(b) & {w € [1, M] : w satisfies(TT])}, (13)

E; ;(b) & {w € [1, M] : w satisfies(I2)}, (14)
i—1

Ei(b) £ () Ei;(b), (15)
5=0

fori=1,..., K andb=1,..., B. Then, P,(b) can be written as
Py(b) =Pr{wo(b—i+1) ¢ E(b) or wo(b—i+ 1) ¢ E;(b)

or for somew’ € EY(b) N E;(b) buts™(w') # Sy"(b—i+1)|E°(b—1)}  (16)
1
= P {E (b - 1)}

+Pr{ for somew’ € E?(b) N E;(b) but s™(w') # sg'(b—i+ 1)}]. (17)

[Pr{wo(b—i+1) ¢ E)(b)} + Pr{wg(b—i+1) ¢ E;(b)}

Hence, the probability of error can be bounded as

P. < [Pr{wo(b—i+1) & E}(b)} + Pr{wg(b—i+1) ¢ E;(b)}

b=1 i=1

+Pr{for somew’ € E(b) N E;(b) but s™(w') # sg'(b—i+1)}] . (18)

The first two arguments in the above summation can be madeaaillyismall for large enough

m andn [26]. On the other hand, we have

Pr{for somew’ € E?(b) N E;(b) but s™(w') # si"(b—i + 1)}

< > Pr{w’ € E%(b) N E;(b)} (19)
w’€[1,M],w'#wo(b—i+1)
= > Pr{w’ € E’(b)} - Pr{w’ € E;(b)} (20)
w’€[1,M],w’'#wo(b—i+1)
i—1
= > Pr{w’ € E)(b)} - [ [Pr{w’ € Ei;(b)},
w’€[1,M],w'#wo(b—i+1) j=0

(21)

(22)
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where [(20) follows from the independence among the sourdettas channel codebooks$; (21)
follows from the independence among the channel codebobksresecutive channel blocks;

and [22) follows from the chain rule of mutual informationdatine following inequality:
Pl"{w/ e Ezj(b>} S 2—TL(I(XZ',1,]';§/Z'|XZ',]' ..... XK,I)—6E)
for w’ # wo(b — ¢ + 1). Finally, substituting the value aof/, we get

Pr{for somew’ € E%(b) N E;(b) but s™(w') # sy"(b—i + 1)}

< 2—m[H(So|SZ)—bI(XO ..... Xiflgyi‘Xi ..... XKfl)—Eq (23)

Y

wheree' £ (4 + 6bi)e.
For sources and channels satisfying the conditions of thkerédm, by appropriately choosing

e and lettingm,n — oo, we can have an arbitrarily small probability of error.

APPENDIX B

PROOF OFTHEOREMII: SEMI-REGULAR ENCODING AND BACKWARD DECODING

In backward decoding for the single relay channél [6], witile relay decodes each message
block right after it is transmitted as in the sliding-windalgcoding scheme in Sectiéd A, the
destination waits until all message blocks are transméigd decodes them in the reverse order
by removing the interference from the decoded messagesadkward decoding, each message
is decoded at the destination using the signal received imglesblock as opposed to signal
combining in sliding-window decoding; however, backwagetadding introduces additional delay,
which grows with the number of relays in the network.

We use the multiple-relay backward decoding scheme for rdmesiission over the channel
[11], [13]. This is a nested backward decoding scheme coctstl recursively such that, in
each step of the recursion, a new node decodes the messageshap point using backward
decoding.

Rather than the joint decoding approach in Secifidon A, in teeof backward decoding we
use separate source and channel encoders/decoders abéachnnthe case of separate source-
channel coding, the source samples need to be compressa@tedpfor each node such that
each node receives enough information to decode the soequesisce when combined with its

own side information sequence. For example, in the case ofghesrelay terminal, the source
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terminal generates two independent bin indices, one ford¢ley and one for the destination.
The transmission of the bin indices require using channdesaat different rates. However,
note that we need a different rate for each receiving nodaemetwork, and all the terminals
participating in the transmission of the source terminalthe same node can use the same rate
for their codes.

Due to the nested structure of the backward decoding schismermplexity increases quickly
with the increasing number of relays. Hence, for simplioig present the transmission scheme
for K = 2 relays with a decoding order df;, 75, 73. Extension to the setup with more relays
is a direct generalization.

As in SectioriA, for a giverin, m) pair, we build the code as follows. FiXx¢, 1, z2) such
that [3) holds. A total ofB*m source samples will be transmitted ovét + 1)?n channel uses.
This corresponds to a source-channel code ratgBof 1)?n/B?m which gets arbitrarily close
to n/m as B — oc.

Source code generation:Corresponding to each termina}, for i = 1,2,3, we consider
M; = 2™ bins, called theTl; bins. All possible source outcomeg' € Tg are partitioned
randomly and uniformly into these bins, independently fackeside information sequence, i.e.,
the distribution into)M; bins for S; is independent of the distribution intd/; bins for .S; for
1 # j. This bin assignment, which corresponds to source compress made available to all
the terminals.

Channel code generationFor the channel codebook, generate at randdschannel code-
words x5 (j3) for js € [1, Ms] i.i.d. with p(25(j3)) = I} p(z2+), and index them as}(j;) with
Js € [1, Ms].

Then for eachz}(js), generate at random/, conditionally independent channel codewords
2V (J2l73), J2 € [1, M), with probability p(z}|25 (j3)) = I}, p(z1¢|22+(j3)), and index them as
27 (J213) with ja € [1, M)

Finally, generate at random the codebook of gizefor each possible combination Of (j2|73), 25 (J3)),
with probability p(zg |2t (j2]73), 25 (j3)) = I1p(zo|21,t(j2, J3), T24(j3)), and index them as
xy(J1l72, 43) with j; € [1, M;].

Encoding: Consider a source sequen@zm of length B?m. Partition this sequence intB?
portions, sy, b=1,.. ., B2. Similarly, partition the side information sequences iftblength-

m blocks siBQm = [s71, .. .,sg’fBQ] for i = 1,2,3. The bin index of thejth block of the source
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Block 1 2 B B+1
To zg (wy,1]1,1) z§ (w2 1]wy 2, 1) zh(wp 1|lwp_1,2,1) zh (Hwp 2,1)
T ot (1]1) o} (@] 51) o | et (gl o} (b [1)
T z3 (1) x5 (1) Y z3 (1)
Block | (B+1)+1 (B+1)+2 (B+1)+B (B+1)+B+1
To zh (wpy1,111, w1 3) zy(wpy21lwBy1,2, w2 3) zh (w2p 1lweB_1,2,wB 3) zh (w2 2,1)
Ty ”?(1\“7%,3) w?(w}3+1,2\"35,3) 1’?(“75371,2\“7}3,3) 1’?”’%3,2\1)
T zg(ﬁ’ia) zg’(wg,s) Ig(w?a,s) x5 (1)

| | | [ ] |
Block k(B+1)+1 k(B+1)+2 k(B+1)+ B k(B+1)+B+1
To g (wep+1,11L, we—1yB41,3) | 20 (WkBt21|wkB+1,2, Wk_1)B42,3) | " " zg(wep+B,1lwek+B-1,2, wk—1)B+B,3) | =0 (LlwkstB,2,1)
Ty zil(l‘w(lk—l)Bﬁ»l,S) z?(w}cBﬁ»lz‘m%k—l)Bﬁ»ZS) zil(wLB+B—l,2‘w%k—l)B+B,3) o (D) py g oll)
T2 zél(m(zk—l)B+l,3) 13(w?k71)3+2,3) zg(w?k—l)BJrB,S) z3 (1)

| | | [ -] |
Block B(B+1)+1 B(B+1)+2 B(B+1)+ B B(B+1)+B+1
To =g (11, wg(p_1)+1,3) x5 (11, wp(p_1)y2,3) | 2g (1, wge 5) zq (1)1, 1)
T C”?(HID]B(B—IH»I,S) 1?(1‘12’}3(571)4&,3) »”0?(1\15}32 5) =7 (1]1)
T2 =8 (0F(p_1y41,3) o3 (0F (5 _1y42.3) | 2@, ) z3 (1)

Fig. 5. Channel codeword assignment for the semi-reguleoding and backward decoding scheme with= 2 relays. We

transmit B2 source blocks to the destination (# + 1)> channel blocks.

output sequencey’; with respect tdl; bins is denoted byv;;. The estimate ofv;; at nodek,
k=1,...,K+1,is denoted byufl See Fig[b for an illustration of the encoding scheme.

In block 1,7}, observess;, and finds the corresponding bin index; € [1, M;]. It transmits
the channel codeword((w;1|1,1). The relaysT; and 7, simply transmitz}(1|1) and z5(1),
respectively. In block, T transmits the channel codeworg(ws1|w; 2,1). The relaysl; and
T, transmitz} (] ,|1) andz’ (1), respectively, where; , is theT; bin index of the estimaté]",
at the relayT}. In the following blocksb = 2, ..., B, the source terminal transmits the channel
codewordxzy (wp1|wp—1,2,1) Wherew,; € [1,M;] for i = 1,2. In block B + 1, T, transmits
xy(lwa g, 1).

The first relayT; estimates the source bloek, , at the end of block—1, denoted by, ,,
and finds the correspondiri, bin indexy;_, , € [1, M,]. At block b, for b = 2,..., B + 1,
Ty transmits the channel codewargi(wj, ,|1). For the firstB + 1 channel blocks terminat’
transmitsz; (1).

At the end of channel block + 1, the relayT’, decodes the first source blogk, by backward
decoding. Having estimated the source blogKs, . . ., si'; by backward decodindl; joins the
transmission for forwarding th&; bin indices of the first source block to the destination.

In the following channel blockg; superposes the transmission of the second source block
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to 77 and T, on the transmission of th&; bin indices of the first source block t6;. In the

channel blocks fromB + 1 up to2B + 1, the source terminal transmits, in order,

g (wpt11|l, w1 3), ..., x5 (wap 1|Wep—12,wB3), Ty (Llwap 2, 1).

The relay7; transmits, in order,

55?(1@%,3)7 x?<w1B+1,2 UA)%,?))? . 7$?(w58—1,2|w]13,3)7 x?(sz,ﬂl)-

Finally, the second rela¥f’, transmitsz} (17 5), . . ., x5 (Wh 5, v5(1)).
They continue similarly for a total o8 channel blocks ofBn channel uses each. In each of
theseB groups of channel block®m source samples are encoded by termifialin the last

block of (B + 1)n channel uses, no new source samples are encoded. Teffpitrahsmits

.I'g(”]., ’LUB(B_1)+173), ce ,1’8(”1, UJB273), .I'g(”]., 1),
while Ty transmitse (1dp 1y 4 5); - - - 27 (1 5), 27 (1[1), and having estimated tHg bin
indices for the last3m source samples], transmitszs (W3 1y, 5)s - - - 25 (Wha 5), 75 (1). It

can be noted that the last channel blockiathannel uses is unused, but is included to simplify
the expressions as it does not reduce the source-channelratel in the limit of an infinite
number of source and channel blocks.

Decoding and error probability analysisSince each node tries to decode each block of the
source sample, we denote the estimate of source blgchkt noteTy, k= 1,..., K +1, by 57,

The relayT; decodes the source signal by sequentially reconstructingee blocksg, at the
end of the channel block, in which the correspondifigoin index is transmitted by the source
terminal 75.

Consider channel block(B+1)+bfor k=0,1,...,B—1andb=1,..., B. Assume that at
the end of blocki(B+1)+b—1, T; has estimated the source blocks, . . ., sg’.5,,_; correctly,
i.e., s, = spy, forb =1,...,kB+b—1. Hence, it can correctly find thHg, bin index forsg, 5.,
and theT; bin index forsg, 5., i€, Wipip_12 = WkB4b-1,2 andzij(lk_l)Ber’3 = W(k—1)B+b3-
Using this information and its received signgl(k(B + 1) +b), theT; channel decoder attempts
to decodewyp 1, i-€., theT; bin index corresponding tef, 5 ,,, by looking for a unique index

w such that
(26 (W]wrB+b-1,2, WE-1)B+b3), x?(“%iB—i—b—l,Z|7j](1k—1)B+b73)7 *Tg(w%k—l)B—i—b,?:)v Yi'(b) € Al (X1, Xo, X3, Y1),
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wherevj;gv3 =wp3 =1fori=1,2,if b < 1. If such a unique index is found, then it is assigned
as the bin index estimation of the source sequeijgeat nodeT}, w ;.

The estimated bin index is then given to tiie source decoder. With thé&, bin index and
the side informations", 5, ,, the T; source decoder estimateg, 5., by looking for a unique
source codeword which is jointly typical with{*(kB + b) and whose bin index iy 5., ;. If
such a unique codeword is found, it is assigned as the sosteation at7;, denoted bysT",.

At the end of channel block(B+1)+B+1, fork=0,...,B—1, the relayl; decodes the
T bin index for the source blocky), 5, 5. It then continues decoding in the reverse order by
backward decoding. Assuming that it has estimated the sddarkssg'y, . . ., sz, p and
SokBLbi1s - - Sokpep COrrectly, it can find thel; bin index ofsi 5., ; and theTs bin index
of 53— 1)p4s- USING this information and its received signat(k(B + 1) +b), the T, channel
decoder attempts to decode s, 2 by looking for a unique indexv such that

(25 (WrB b1 W, WE-1)B4b3), L1 (WD _1)1ss) T (0 _1)pips),Ys (K(B+ 1) + b))

€ A?(le X27 X37 )/2)

If such a unique index is found, then it is assigned as the roilex estimation of the source
sequence(' (kB + b) at nodeTs, Wipip2-

The estimated bin index is then given to thesource decoder. With thE, bin index and the
side informationsy’, 5 ,,, the T; source decoder estimate, 5, by looking for a unique source
codeword which is jointly typical withsy*(kB + b) and whose bin index ig ., ,. If such a
unique codeword is found, it is assigned as the source estimat 7;, denoted bysy', 5 ;.

Decoding at the destination nodg is also done using backward decoding, but the destination
waits till the end of channel blockB(B + 1) + B. It first tries to decode thé&’; bin index of
the last source block{',. using the received signal at channel blagkB + 1) + B. Consider
decoding ofs{'((k—1)B +b) at channel block:(B+1)+bfork=1,...,Bandb=1,...,B.

Assuming that it has decoded the source blogKs .., 8552 correctly, it can find

B+b+1
the 7; bin index of si, 5, and theT; bin index of s, 5., ;. Using these information and its
received signal’y'(k(B + 1) + b), the T3 channel decoder attempts to decadg_1)zs3 by

looking for a unique indexv such that

(26 (Wep b1 |WeBsb-12, W), 27 (W1 olw), 25 (W), Y5 (K(B + 1) + b))
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S AzL(Xlu X27 X37 }/3)

If such a unique index is found, then it is assigned as the roilex estimation of the source
sequence('((k — 1)B + b) at nodeTs, Wipip2-

The estimated bin index is then given to tig source decoder. With thé; bin index and
the side informatiorss’, , 5., the T3 source decoder estimate§, , ., by looking for a
unique source codeword that is jointly typical wisl§*((k — 1)B + b) and whose bin index is
w?k—l)B+b,3'

We upper bound the probability of error by counting errorsdlenaot only at the destination,

but at any terminal in the network.

P Soped o U S A sl = sy b pr {5 = 55 (24)

$B2m b=1,...,B2 k=1,...,K+1
We can write the above union in a recursive manner by coriegldhe decoding order of
the backward decoding scheme; that is, the above event afichawn error in estimating any
of the source blocks at any of the nodes can be written as then wf error events, such

that each corresponds to an error event at one stage of decgi¥ien that no error has been

made previously. Note that the decoding order is as follos; 51, ..., 31'g, 855, .. ., 85,
STB_H, R ST2B, 33723, cee SS’?’B_H, e ST(B—I)B+1’ cee STBQ, s;’?Bz, cee sg’?(B_l)BH, sg?Bz, 3;?32—17 ..
We have

Poo< Y>> Pr{Sp # syl B, ST = 5P}

$B2m | b=1,..,B2 k=1,...K+1

Pr{E, |SF™ = sBQm}} Pr {SBQm - sBQm} , (25)

where we definel, ;, as the event that all previous estimations are correct vifieestimates

St Then we get

Po< Y {ZZPr{S& # st/ By S = sB2m}} pr{gmm gy, (26)
¢B2m U bk
< > {Z > Pr{S # sy i, = w(b, k)| By, ST = 7MY
SB2'm b k
FPr{Sy # sph, oy # w(b, k)| By, ST = SB%}} . Pr {sB% — SBQm} , (27)
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< Z Z Z Pr{Sbk # 50 b|wbk w(b, k), Eb, §5m = 332m}
+Pr{if, # w(b, k)| By, S7M = sBQm}} . Pr {SBQm - sBzm} , (28)

= ZZPT{SM # S0, b|wbk =w(b, k), By}

+20 ( EPrlif £ WK, S = P e {STT =B (29)

8B2m

- ZZPI{SM # S0, b‘wbk =w(b, k), Eyp i}
+ Z Z Z Pr{ay, # w(b, k)| Ey i, Wy = w(b, k) }Pr{W,;, = w(b, KBO)

ko w(bk)e(l,....2m k)

- ZZPI{SM # S0, b‘wbk =w(b, k), Eyp 1}

P om S Pe{ahy # w(b B Wik = b k). (31)
b k

w(b,k)e{1,...,2M" K }
Now, note in [(31) that each term in the first summation cowasp to the error event at the
source decoder df}, given that it is provided with the correct bin index, and e&etm in the
second summation corresponds to the error event at the ehdecoder off},, both conditioned
on the fact that all the estimations up to that instant areectr Following the usual arguments,

we get
) S Z Z {2mRk . 2m(H(So‘Sk)+E) + 2mRk . 2—TL([(X§*1;YI€‘X£{+1)+E)} (32)

Setting R, = H(Sy|Sk), and lettingm,n — oo while e — 0, the error probability vanishes

under the assumptions of the theorem.
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