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Abstract

Reliable transmission of a discrete memoryless source overa multiple-relay relay-broadcast network

is considered. Motivated by sensor network applications, it is assumed that the relays and the destinations

all have access to side information correlated with the underlying source signal. Joint source-channel

cooperative transmission is studied in which the relays help the transmission of the source signal to the

destinations by using both their overheard signals, as in the classical channel cooperation scenario, as

well as the available correlated side information. Decode-and-forward (DF) based cooperative transmis-

sion is considered in a network of multiple relay terminals and two different achievability schemes are

proposed: i) a regular encoding and sliding-window decoding scheme without explicit source binning at

the encoder, and ii) a semi-regular encoding and backward decoding scheme with binning based on the

side information statistics. It is shown that both of these schemes lead to the same source-channel code

rate, which is shown to be thesource-channel capacityin the case of i) a physically degraded relay

network in which the side information signals are also degraded in the same order as the channel; and

ii) a relay-broadcast network in which all the terminals want to reconstruct the source reliably, while

at most one of them can act as a relay.
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I. INTRODUCTION

A relay network consists of a source-destination pair and dedicated relay terminals that help

the transmission of messages from the source to the destination. The classical relay channel

model [1] focuses on the maximum channel coding rate that canbe achieved with arbitrarily

small probability of error. Most studies on the relay channel following [1] focus solely on the

channel coding aspects of relaying, motivated by the improvement in the capacity, reliability or

coverage extension provided by the relay terminals. On the other hand, in some applications, such

as sensor networks, the relays might have partial information about the source signal obtained

through their own sensing capabilities. This additional side information can be used to improve

the end-to-end system performance. The advantages of exploiting the correlated side information

in a sensor network from a purely source coding perspective have been illustrated in [2].

Here we consider the transmission of a discrete memoryless (DM) source over a DM relay-

broadcast network with multiple relays and destinations, in which all the terminals in the network

have access to their own correlated side information. The relays in the network are dedicated

terminals whose only goal is to help the transmission of the source signal to the destinations.

Some of the destinations also have channel inputs through which they can also relay the source

signal to each other. The goal is the reliable (lossless) transmission of the underlying source

signal to the destination(s), and the problem is to characterize the maximum number of source

symbols per channel use1 that can be transmitted reliably, called thesource-channel capacity.

This is a joint source-channel coding generalization of theclassical relay network problem.

In this model the transmission scheme should exploit the availability of the side information

at the network terminals as well as the overheard channel transmissions. Note that the classical

channel cooperation ignores the side information at the terminals. However, this can lead to a

significant performance loss. Consider, for example, a single relay channel in which there is no

channel from the source terminal to the relay, i.e., the relay channel output is independent of the

source terminal’s channel input, while the relay has accessto side information correlated with

the underlying source signal. In this case the relay can still cooperate with the source terminal

1Here, the “channel use” refers to the use of the whole network, not the use of the separate source-relay or relay-destination

channels. A more appropriate term would be the “network use”, but we stick here to the more common terminology in the

literature.
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by forwarding its side information to the destination. Thisspecial case is called theone-helper

problem, and the benefits of cooperation in this setup are shown in [3]and [4]. Classical channel

cooperation schemes cannot exploit the side information atthe relay terminal, since their focus

is on the processing of the overheard signal received by the relay.

Several channel coding techniques have been proposed for the relay channel [1]. In the decode-

and-forward (DF) protocol the relays decode the underlyingmessage, and cooperate with the

source terminal to forward it to the destination. While not optimal in general, DF achieves the

capacity in a physically degraded relay channel [1]. Here, we focus on the DF protocol in the

joint source-channel transmission setting and propose multiple-relay extensions that exploit the

side information at the relays and the destinations.

The DF protocols in the literature are categorized based on the codebook sizes and the decoding

strategy. Inirregular encoding and successive decoding[1], the relay and the source codebooks

have different sizes and the destination applies successive decoding. Inregular encoding and

sliding-window decoding, introduced in [5], the source and the relay codebooks have the same

size and the destination decodes each source message by using two consecutive channel blocks.

Finally, in regular encoding and backward decoding, introduced in [6], the destination waits

until all channel blocks are received, and decodes the messages starting from the last block and

going backwards. For single source-single destination relay networks all encoding schemes lead

to the same set of achievable rates despite having differentdelay behaviors; however, this is not

the case in general, and backward decoding might lead to higher rates when there are multiple

source terminals in the network [7]. DF channel coding is extended to multiple-relay networks

in [8], [9], [10], [11] and [12]. While [9] and [12] consider irregular encoding, [8] and [10]

study an extension of the regular encoding and sliding-window decoding scheme, and finally

[11] and [13] extend the backward decoding strategy to multiple relays.

We propose two differentjoint source-channel cooperationprotocols based on DF relaying. In

particular we consider the joint source-channel coding extensions of the sliding-window [8], [10]

and backward decoding schemes [11], [13]. These two transmission strategies differ in terms

of the sizes of the codebooks used and the decoding delays, aswell as the source encoding

techniques; hence, these two schemes offer a tradeoff between decoding delay and complexity

in the system, while achieving the same performance in termsof the source samples that can be

transmitted per channel use, i.e., the source-channel coderate.
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In transmitting a source signal to another user with correlated side information, the classical

random coding approach developed by Slepian and Wolf in [14]is to usebinning to reduce

the amount of transmitted information. Source binning, which will be defined more rigorously

in Section III, refers to dividing the possible source sequences into groups and sending only

the index of the group rather than the index of the sequence. The decoder can then decode the

source sequence using its side information together with the bin index. In the relay network

setup with the DF protocol, due to the varying quality of sideinformation at the terminals,

separate binning is required for each terminal, and the corresponding bin indices are transmitted

with channel codes at different rates. This will be the approach taken in the construction of the

backward decoding scheme. However; we will see that transmission at the same rate is also

possible without resorting to any binning operation. This will be the approach for building the

sliding-window decoding scheme.

We should also remark that the proposed protocols are not expected to achieve the optimal

performance in the general setting since our problem is a generalization of the classical relay

network problem, which remains open. However, we prove thatthe proposed DF-based protocols

achieve the optimal source-channel code rate, i.e., the source-channel capacity, in a physically

degraded setting in which both the channel outputs and the side information sequences are

degraded in the same order, and in a relay-broadcast networkwith one source and multiple

destinations, such that at most one of the destinations can also act as a relay.

The problem of joint source-channel cooperative transmission has been previously studied for

a single relay channel in [15], [16] and [17], and for a multiple-relay network in [18] and [19].

The techniques proposed in all these works are based on DF relaying with different transmission

techniques. While semi-regular encoding and backward decoding with explicit binning at the

source encoder is proposed in [15], irregular encoding/ successive decoding with and without

explicit binning is considered in [16] and [17], respectively. In [18] a regular encoding/ sliding-

window decoding scheme with explicit binning is consideredin the multiple-relay setting. The

lossy version of joint source-channel cooperative transmission is studied in [20].

The rest of the paper is organized as follows: In Section II, we introduce the system model

and the problem. In Section III we illustrate the differencebetween binning and non-binning

based joint source-channel coding schemes in a point-to-point scenario. The main results of the

paper are stated in Section IV, in which the focus is on a relaynetwork with a single destination
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terminal. In Section V we extend the results to relay broadcast networks, and show that the

proposed achievability technique based on joint source-channel DF scheme is optimal when

there is only one destination with transmission capability. The paper is concluded in Section VI.

The proofs of our main results are detailed in the Appendices.

In this paper we denote random variables by capital letters,sample values by the respective

lower case letters, and alphabets by the respective calligraphic letters. The cardinality of setA

is denoted by|A|. For k ≤ n, the sequence(Xk, . . . , Xn) will be denoted byXn
k , while Xn

will be used forXn
1 . The complement of a certain elementXi in a vectorXn will be denoted

by Xc
i , (X1, . . . , Xi−1, Xi+1, . . . , Xn).

Let π(·) be an injective function2 from a set{1, . . . , N} to set{1, . . . , K} with 1 ≤ N ≤ K.

For 1 ≤ i < j ≤ N , we defineπ(i : j) , {π(i), π(i + 1), . . . , π(j)}. We also define, for a set

C = {c1, . . . , cn}, n ∈ Z+ andci ∈ Z+, XC , (Xc1, . . . , Xcn).

II. PROBLEM SETUP

We first consider the relay network with a single source-destination pair and multiple relays.

We have a network ofK+2 terminals (see Fig. 1): terminalT0 is the source terminal observing

the source signalS0, terminalsTi for i = 1, . . . , K are theK relay terminals each observing

a different correlated side information signalSi, and terminalTK+1 is the destination terminal

with its own correlated side information signalSK+1. The underlying DM relay channel is

characterized by the conditional distribution

p(yn1 , . . . , y
n
K+1|x

n
0 , x

n
1 , . . . , x

n
K) =

n
∏

t=1

pY1,...,YK+1|X0,...,XK
(y1,t, . . . , yK+1,t|x0,t, . . . , xK,t),

wherexi,t ∈ Xi and yi,t ∈ Yi, respectively, are the channel input and output of terminalTi at

time t; and the finite setsXi andYi are the corresponding input and output alphabets. We denote

this channel by(X0, . . . ,XK , p(y
n
1 , . . . , y

n
K+1|x

n
0 , x

n
1 , . . . , x

n
K),Y1, . . . ,YK+1).

We consider DM independent and identically distributed (i.i.d.) signals(S0, . . . , SK+1) which

are arbitrarily correlated according to a joint distribution p(s0, . . . , sK+1) over a finite alphabet

S0 × · · · × SK+1. The sequence{S0,j}
∞
j=1 is denoted as the source sequence while{Si,j}

∞
j=1,

i = 1, . . . , K + 1, is the side information sequence available at terminalTi. We denote the set

composed of the source and the side information signals by(S0, . . . ,SK+1), p(s0, . . . , sK+1).

2A function f on a setA is injective if for all a, b ∈ A, if f(a) = f(b), thena = b; that is,f(a) = f(b) implies a = b.
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Fig. 1. Transmission of a discrete memoryless source over a relay network with correlated side information.

Definition 1: An (m,n) joint source-channel code with the sources(S0, . . . ,SK+1) and the

relay network(X0, . . . ,XK , p(y
n
1 , . . . , y

n
K+1|x

n
0 , x

n
1 , . . . , x

n
K),Y1, . . . ,YK+1) consists of

1) An encoding functionf (m,n)
0 : Sm → X n

0 at the source terminalT0 that maps its observation

Sm
0 to a channel codeword of length-n, i.e.,Xn

0 = f
(m,n)
0 (Sm

0 ).

2) A series of encoding functions for each relay terminalTi, i = 1, . . . , K: f (m,n)
i = {f

(m,n)
i,1 , . . . , f

(m,n)
i,n },

such that the encoding function at time instantt depends on the previous channel outputs

Y t−1
i as well as its side information vectorSm

i . We have

Xi,t = f
(m,n)
i,t (Yi,1, . . . , Yi,t−1, S

m
i ),

for 1 ≤ i ≤ K and1 ≤ t ≤ n.

3) A decoding function at the destination terminalTK+1 which maps the channel outputY n
K+1

and its side informationSm
K+1 to the estimatêSm

0 by

g(m,n) : Yn
K+1 × Sm

K+1 → Sm
0 , (1)

i.e., Ŝm
0 = g(m,n)(Y n

K+1, S
m
K+1).

The goal of the network is to transmit the source messageSm
0 to the destination terminal in a

reliable manner. Reliability is based on the following definition of average probability of error.

Definition 2: The probability of error for an(m,n) code is defined as

P (m,n)
e = Pr

{

Ŝm
K+1 6= Sm

0

}

,

where the averaging is over both the source and the channel distributions.
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Fig. 2. Transmission of a discrete memoryless source over a point-to-point channel with correlated side information.

Definition 3: We say that the source-channel code rate ofr source samples per channel use

is achievableif there exists a sequence of(m,n) codes satisfyingm
n
≥ r whose probability of

error vanishes with increasing block size, i.e.,P
(m,n)
e → 0 asm,n → ∞.

In [21] we have defined thesource-channel rateas the number of channel uses required to

transmit each source sample, that is, as the inverse of thesource-channel code ratewe have

defined here. The latter definition is in accordance with the definition of the rate of a joint source-

channel code used in [22]. Similar to the definition of channel capacity, we define a source-

channel capacity of a network which considers both the source and the channel characteristics.

Definition 4: The source-channel capacityof a network is defined as the supremum of all

achievable source-channel code rates.

III. POINT-TO-POINT CHANNEL : TO BIN OR NOT TO BIN

In this section we focus on the point-to-point channel setupto introduce the basic concepts

such as binning and source-channel separation, which will be helpful in understanding the coding

schemes proposed for the relay network. The point-to-pointchannel without side information at

the receiver was studied by Shannon, who proved the optimality of source-channel separation

in this setup [23]. The point-to-point channel with side information at the receiver was studied

by Shamai and Verdú in [24]. In the system model introduced in Section II, the point-to-point

channel with receiver side information corresponds to the case withK = 0 (see Fig. 2). It is

shown in [24] that a source-channel code rater is achievable if there exists an input distribution

p(x0) such thatr < I(X0;Y1)
H(S0|S1)

; and conversely, if the source-channel code rater is achievable then

there exists an input distributionp(x0) such thatr ≤ I(X0;Y1)
H(S0|S1)

. Note thatI(X0; Y1) is maximized

by the capacity achieving input distribution. Hence, equivalently, the source-channel capacity of

this system is C
H(S0|S1)

, whereC is the channel capacity. Moreover, it is not very difficult to

see that the source-channel separation theorem holds for this setup, that is, any source-channel
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code rate less than the source-channel capacity,C
H(S0|S1)

can be achieved by first applying source

coding, and then transmitting the compressed source bits over the channel using a capacity

achieving channel code. As pointed out in [24], the source encoder in the case of separation is

a Slepian-Wolf encoder that operates at the conditional entropy rate ofH(S0|S1) rather than the

source entropy rate ofH(S0), due to the availability of the correlated side informationat the

receiver.

Slepian-Wolf compression involvesbinning of the source outcomes. The source encoder

randomly distributes all possible source output sequencesSm
0 into 2mH(S0|S1) bins, that is, it

independently assigns an index uniformly distributed over{1, . . . , 2mH(S0|S1)} to each of the

possible source output sequences. The bin index for each source sequence is transmitted over

the channel by assigning a channel codeword to each bin index. Having decoded the channel

codeword, and hence, the bin index, correctly, the receiveroutputs the source outcome in the

corresponding bin that is jointly typical with its side information sequence.

We next present a coding scheme that generalizes this separate source-channel coding ap-

proach. In this generalized scheme, we randomly distributeall Sm
0 sequences intoM = 2mR

bins, whereR is not necessarily equal toH(S0|S1). Let B(i) be the set of sequences allocated to

bin i. Then, we generateM independent channel codewords of lengthn according to distribution
∏m

t=1 p(x0,t), and enumerate these codewords asxn
0 (w) for w = 1, . . . ,M . This constitutes the

only codebook in the system. Encoding is done as in the separation scheme. The transmitter

finds the indexi of the bin to whichsm0 belongs, and transmits over the channel the codeword

xn
0 (i).

In the classical source-channel separation approach, the channel decoder, upon observing the

channel output, decides a single codeword index, and conveys this index to the source decoder.

This index corresponds to the bin index to which the source sequence belongs. Then the source

decoder estimates the source sequence using the bin index and the side information sequence.

For the channel transmission to be successful with high probability, the rate of transmission

should be less than the channel capacity. Hence, in the separation approach, it is advantageous

to reduce the number of possible indices to be transmitted through source binning to achieve

higher source-channel code rates. However, in the generalized scheme, we consider a joint source-

channel decoder, following the approach in [25]. The decoder at the receiver looks for an index

i for which xn
0 (i) and Y n

1 are jointly typical, and at the same time, there exists exactly one
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source sequencêsm in bin i that is jointly typical withSm
1 . This source sequence is the output

of the decoder. Note that, due to the joint nature of decodingusing both the side information and

the channel output, this is not separate source and channel coding in the strict sense. We refer

the readers to [25] and [21] for more discussion on source-channel separation in multi-terminal

scenarios.

We have an error if there exists no or more than one such bin index i, or if there exists more

than one jointly typical sequence within bini. The probability that there is no bin index satisfying

the joint typicality condition vanishes asn grows. The probability of having no jointly typical

source sequence within the correct bin also vanishes sinceSm
0 andSm

1 are jointly typical with

high probability asm grows. The probability of having another jointly typical source sequence

in the same bin asSm
0 is bounded by

∣

∣B(i)
⋂

Am
ǫ (S0)

∣

∣2−m(I(S0;S1)−3ǫ) ≤ 2m(H(S0)+ǫ)2−mR2−m(I(S0;S1)−3ǫ), (2)

in which Am
ǫ (S0) denotes the set ofǫ-typical n-tuples according toPS0 . Using the classical

arguments on typical sets [26], it is possible to show that (2) goes to zero ifR ≥ H(S0|S1).

We also have an error if there exists another bin indexj satisfying the joint typicality

conditions. The probability of this event can be bounded by

2mR2−n(I(X0;Y1)−3ǫ)|B(i)
⋂

Am
ǫ (S0)|2

−m(I(S0;S1)−3ǫ) ≤ 2−n(I(X0;Y1)−3ǫ)2m(H(S0|S1)−2ǫ),

which goes to zero ifmH(S0|S1) < nI(X0; Y1). Hence, any rater satisfyingr < I(X0;Y1)
H(S0|S1)

is

achievable.

Now, we have a set of coding schemes each with a different number of source bins, that is,

with different R values satisfyingR ≥ H(S0|S1). As suggested in [27], the “joint” decoding

operation considered in the generalized scheme can equivalently be viewed as a separate source

and channel decoding scheme, in which the channel decoder isa list decoder, which outputs

the list of bin indicesi for which xn
0 (i) andY n

1 are jointly typical. This list decoding approach

includes separate source-channel coding as a special case with R = H(S0|S1); in which case

we have, with high probability, a single element in the list,i.e., there exists only a single bin

index whose channel input codeword is typical with the channel output.

We want to point out here that, on the other extreme, this generalized scheme works without

any binning, such that we generate an independent channel codeword for each possible source
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outcome, i.e.,R = log |S0|. From a practical point of view, this can be seen as transferring the

complexity of binning from the encoder to the decoder, whichnow needs to apply joint decoding

or list decoding. From a theoretical point of view, since thedecoder only outputs typical source

sequences as its estimate, there is no point in having more than 2m(H(S0)+ǫ) bins as, otherwise,

there would be bins without any typical source sequences, i.e., we haveR ≤ H(S0). Hence, in

the rest of the paper, schemes withR = H(S0) are considered asno-binningschemes.

In the case of a point-to-point channel, the only differencebetween separate source and

channel coding with binning, and joint decoding with no-binning is the operation at the encoder

and the decoder. However, as we will see in the following sections, in the case of relay networks

these two approaches require different transmission protocols, and hence, obtain different delay

performances even though they still achieve the same source-channel code rate performance.

IV. M AIN RESULTS

In this section we address the main problem of source transmission over relay networks. We

state our results for the single destination setup in this section while the proofs are given in the

following sections. The first theorem provides an achievability result.

Theorem 1:For the DM relay network with correlated relay and destination side information,

the source-channel code rater is achievable if, for alli = 1, . . . , N ,

r <
I(Xπ(0:i−1); Yπ(i)|Xπ(i:N−1))

H(S0|Sπ(i))
, (3)

for anN satisfying1 ≤ N ≤ K+1, and for some injectionπ(·) from {0, . . . , N} to {0, . . . , K+

1} such thatπ(0) = 0, π(N) = K +1, and for some input distributionp(x0, . . . , xK) andXK+1

is a constant.

Note in (3) that we impose decoding constraints for only a subset of the relays in the network

together with the destination, such that onlyN − 1 relays decode rather than allK of them.

Excluding some of the relays from cooperation, the relays with a poor channel from the source

terminal as well as poor side information, can potentially increase the rate in the case of DF

relaying, as these relays can decode only at very low rates.

In the appendix we provide two different proofs for the achievability of Theorem 1. Both

proofs are based on DF relaying in the joint source-channel setting, that is, the source vector

Sm
0 is decoded in a lossless fashion by all the terminals participating in cooperation. The first
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proof is based on block-Markov regular encoding and sliding-window decoding without explicit

binning. This achievable scheme is based on the joint source-channel decoding scheme with no

binning introduced in Section III. Here, we combine this technique with block Markov encoding

in a multiple-relay setup. The typical source outcomes are mapped directly to different channel

codewords rather than binning the source outputs prior to channel coding3. The decoders at each

relay apply joint source-channel decoding (or, separate channel and source decoders in which

the channel decoder outputs a list of possible inputs ratherthan a single codeword index). Each

relay finds the unique index for which the corresponding source codeword is jointly typical

with its side information while the corresponding channel codewords are jointly typical with

the received channel vectors in the preceding blocks. This is a regular coding scheme since all

the terminals in the network use a codebook of the same size, which is equal to the number of

typical source outputs. The details of this achievability proof are given in Appendix A.

The second coding scheme, which was studied in [15] for a single relay channel, uses explicit

binning at the source encoder and channel codes of differentsizes for each terminal in the

network. We call this scheme semi-regular encoding with backward decoding. The source is

compressed (by binning) for each separate side informationsignal in the network, and hence a

different rate of information is transmitted to each user; however, the rate of the channel codes

for the terminals that have already decoded the message and are cooperating to forward it to

the next terminal are the same. This is why we call this codingscheme a semi-regular encoding

scheme. For decoding we use nested backward decoding [11], [13]. The detailed analysis of this

achievability scheme is given in Appendix B.

These two coding schemes essentially differ in terms of the delay in decoding, while each

message block is decoded after a delay ofK channel blocks in the case of sliding-window

decoding, the delay is much larger in the case of backward decoding, since the destination can

start decoding only after receiving all the channel blocks.In the case of pure channel coding,

the two schemes have exactly the same encoding structure; hence, the tradeoff is between the

delay and the complexity. However; in the joint source-channel coding setting, there is another

difference between the proposed coding techniques. While backward decoding works together

3This is equivalent to binning all source outcomes intoR = 2mH(S0) bins in the scheme introduced in Section III, so that

there is one typical source outcome in each bin.
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with explicit binning, sliding-window decoding is based onmatching the source outcome directly

to a channel input. Therefore, in practical systems, the backward decoding scheme can be directly

implemented using the existing point-to-point source codes and DF channel codes for the relay

channel. However, the sliding-window coding scheme requires building new codes that implement

the joint source-channel encoding and decoding techniquesin practice.

In the following theorem it is shown that the proposed schemes achieve the source-channel

capacity in a physically degraded relay network with degraded side information sequences. The

definition of a physically degraded relay network is given below.

Definition 5: A discrete memoryless relay network is said to bephysically degradedif

p(yi+1, . . . , yK+1|yi, x0, . . . , xK) = p(yi+1, . . . , yK+1|yi, xi, . . . , xK) (4)

for all i = 1, . . . , K, or equivalently if

(X0, . . . , Xi−1) → (Yi, Xi, . . . , XK) → (Yi+1, . . . , YK+1)

forms a Markov chain for alli = 1, . . . , K.

Theorem 2:For a physically degraded relay network in which the side information sequences

also form a Markov chain in the same order, i.e.,

S0 → S1 → · · · → SK+1,

the source-channel capacity is given by

sup
p(x0,x1,...,xK)

min
i=1,...,K+1

I(X i−1
0 ; Yi|X

K+1
i )

H(S0|Si)
. (5)

Proof: The converse for degraded relay networks follow from the cut-set bound. Consider

the setSi = {T0, . . . , Ti−1} and assume that the terminals inSi all have access to the source

vectorSm
0 ; hence, they can cooperate perfectly for transmittingSm

0 . We further assume that the

remaining terminals can also cooperate perfectly by pooling all the available side information

vectorsSm
i , . . . , Sm

K+1 as well as their received channel outputsY m
i , . . . , Y m

K+1. This reduces to a

point-to-point scenario for which the following is a necessary condition for reliable transmission:

H(S0|Si, . . . , SK+1) ≤ rI(X i−1
0 ; Y K+1

i |XK+1
i ).
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PSfrag replacements

X0

X1 XK

XK+1 XK+L

Y1 YK

YK+1 YK+L

S

S1 SK

SK+1 SK+LŜK+1 ŜK+L

Source

T1 TK

TK+1 TK+L

p(y1, . . . , yK+L|x0, x1, . . . , xK+L)

Fig. 3. Transmission of a discrete memoryless source over a relay-broadcast network withK relay terminals andL destination

terminals.

From the degradedness assumption of the side information vectors we have

H(S0|Si, . . . , SK+1) = H(S0|Si),

and from the physically degraded channel assumption we have

I(X i−1
0 ; Y K+1

i |XK+1
i ) = I(X i−1

0 ; Yi|X
K+1
i ).

We complete the proof of the theorem by considering allSi sets corresponding toi = 1, . . . , K+

1.

V. EXTENSION TO RELAY-BROADCAST NETWORKS

It is possible to generalize the achievability results in Section IV to a relay-broadcast network,

in which there are multiple receivers interested in decoding the source samples in a lossless

fashion (see Figure 3). In this setting, terminalsTK+1, . . . , TK+L not only decode the source

sequence, but can also relay the decoded sequence for each other. We call this more general

network arelay-broadcast network. The following theorem provides an achievable source-channel

code rate for a relay-broadcast network. The proof follows similarly to the proof of Theorem

1, in which a subset of the relays and the destination terminals apply the DF protocol in some

given order.
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In this model, the DM channel is characterized by the conditional distribution

p(yn1 , . . . , y
n
K+L|x

n
0 , x

n
1 , . . . , x

n
K+L).

The source and side information sequences are DM and characterized by the joint distribution

p(s0, . . . , sK+1)

over a finite alphabetS0×· · ·×SK+L. TerminalT0 maps its observationSm
0 to a channel codeword

of length-n by the encoding functionf (m,n)
0 : Sm → X n

0 . The terminalTi has encoding functions

f
(m,n)
i = {f

(m,n)
i,1 , . . . , f

(m,n)
i,n } such thatXi,t = f

(m,n)
i,t (Yi,1, . . . , Yi,t−1, S

m
i ), for 1 ≤ i ≤ K + L

and1 ≤ t ≤ n.

The decoder at a destination terminalTj, j = K+1, . . . , K+L, maps the channel outputY n
j

and its side informationSm
j to an estimatêSm

j by the decoding function̂Sm
j = g

(m,n)
j (Y n

j , S
m
j ).

The probability of error is defined asP (m,n)
e = Pr

{

⋃K+L

j=K+1{Ŝ
m
j 6= Sm

0 }
}

. The definition of an

achievable source-channel code rate is similar to Definition 4 using this new probability of error

definition.

Theorem 3:For the DM relay-broadcast network with correlated relay and destination side

information as in Figure 3, the source-channel code rater is achievable if, for alli = 1, . . . , N ,

r <
I(Xπ(0:i−1); Yπ(i)|Xπ(i), . . . , Xπ(K+L))

H(S0|Sπ(i))
, (6)

for anN satisfyingL ≤ N ≤ K+L, and for some injectionπ(·) from {0, . . . , N} to {0, . . . , K+

L} such thatπ(0) = 0 and{K +1, K +2, . . . , K +L} ⊆ π(1 : N), and some input distribution

p(x0, . . . , xK+L).

When all the terminals in the network wish to decode the source sequence, i.e.,K = 0

in the relay-broadcast network, and the channel inputs of these terminals are deterministic, i.e.,

|XK+1| = . . . = |XK+L| = 1, then the problem reduces to the problem of broadcasting a common

source to multiple terminals each with different side information. This problem is studied in [25]

and it is shown that the source-channel capacity in this setup is given by

sup
p(x0)

min
i=1,...,L

I(X0; Yi)

H(S0|Si)
. (7)

For this special case, our achievable scheme based on regular encoding and sliding-window

decoding reduces to the coding scheme in [25], whereas the semi-regular encoding and backward
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decoding scheme, introduced in the proof of Theorem 1 provides an alternative optimal coding

scheme for the broadcasting problem.

Another special case for which the source-channel capacitycan be completely characterized is

when all the terminals are interested in receiving the source sequence and there is only a single

terminal with transmission capability, that is,K = 0 and |X2| = · · · = |XL| = 1. We have the

following result for this setup.

Lemma 1:For the DM single-relay broadcast network with correlated relay and destination

side information at the terminals, i.e.,K = 0, L ≥ 2 and |X2| = · · · = |XL| = 1, the source-

channel capacity is given by

sup
p(x0,x1)

min

{

I(X0; Y1|X1)

H(S0|S1)
,
I(X0, X1; Y2)

H(S0|S2)
, . . . ,

I(X0, X1; YL)

H(S0|SL)

}

. (8)

Proof: While the achievability is a direct result of Theorem 3, the converse follows from

the cut-set bound. The first term in the minimization comes from the cut around terminalT1,

and the following terms follow from the cuts around each of the terminalsT2, . . . , TL.

VI. CONCLUSION

We have considered the reliable transmission of a discrete memoryless source signal over

a cooperative multiple-relay relay-broadcast network in which the relays and the destinations

all have access to a different side information signal correlated with the source signal. We have

defined the source-channel code rate of a code for such a system as the number of source symbols

per channel use that can be transmitted reliably to the destination. The goal is to identify the

maximum source-channel code rate, which we have defined as the source-channel capacity.

We have developed two different joint source-channel cooperation schemes which generalize

decode-and-forward relaying to joint source-channel cooperation in multiple-relay networks, and

we have identified the achievable source-channel code rate for these schemes. The first scheme

does not use explicit source binning and is based on regular block-Markov encoding with sliding-

window joint source-channel decoding, while the second scheme applies explicit source binning

and uses separate source and channel decoders based on semi-regular block-Markov encoding and

backward decoding. Our schemes illustrate that these two encoding schemes, apart from leading

to different amounts of delay in decoding, also require two different types of implementation

DRAFT



16

in the joint source-channel coding context. The consequences of this variation on the design of

the practical codes is the subject of future research. Moreover, we have proven the optimality

of DF relaying in the joint source-channel setting for a physically degraded relay channel with

degraded side information, and for a relay broadcast network when all the terminals are interested

in decoding the source signal, but at most one of the destinations has the transmission capability.

APPENDIX A

PROOF OFTHEOREM 1: REGULAR ENCODING AND SLIDING-WINDOW DECODING

For a given(n,m) pair, we build the code as follows. ConsiderB −K ≥ 0 source blocks,

each consisting ofm source samples, enumerated asSm
0 (b), b = 1, . . . , B − K. These source

blocks will be transmitted to the destinationTK+1 overB channel blocks, each consisting ofn

channel uses. This corresponds to a source-channel code rate of Bn/(B − K)m channel uses

per source sample. Note that this rate gets arbitrarily close ton/m asB → ∞.

Without loss of generality, we consider the special injection π(i) = i for i = 0, . . . , K + 1,

and present the achievable scheme for this permutation. Generalization to any other subset of

the relays and any other decoding order follows similarly.

Fix p(x0, ..., xK) such that (3) holds. We use superposition block Markov encoding and sliding-

window decoding.

Source code generation:Generate at randomM = 2m(H(S0)+ǫ) i.i.d. source codewordssm(w0)

in Sm
0 , w0 ∈ [1,M ], each drawn according to the distribution

∏m

t=1 p(s0,t). This constitutes the

source codebook.

Channel code generation:Generate at randomM i.i.d. channel codewordsxn
K−1(wK−1) in

X n
K−1, wK−1 ∈ [1,M ], each drawn according to the distribution

∏n

t=1 p(xK−1,t). This constitutes

the random channel codebook of relayTK−1.

Then for eachxn
K−1(wK−1), generate at randomM conditionally i.i.d. channel codewords

xn
K−2(wK−2|wK−1), wK−2 ∈ [1,M ], each drawn according to the distribution

∏n

t=1 p(xK−2,t|xK−1,t(wK−1)).

This constitutes the random channel codebook of relayTK−2.

We continue the generation of codebooks sequentially for the terminalsTK−3, TK−4, . . . , T0.

For each tuple of

{xn
i+1(wi+1|wi+2, . . . , wK−1), x

n
i+2(wi+2|wi+3, . . . , wK−1), . . . , x

n
K−1(wK−1)}
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Terminal Block 1 Block 2 Block 3

T0 xn
0 (w0(1)|1, 1) xn

0 (w0(2)|w0(1), 1) xn
0 (w0(3)|w0(2), w0(1))

T1 xn
1 (1|1) xn

1 (ŵ1
0(1)|1) xn

1 (ŵ1
0(2)|ŵ

1
0(1))

T2 xn
2 (1) xn

2 (1) xn
2 (ŵ2

0(1))

Terminal Block B − 2 Block B-1 Block B

T0 xn
0 (w0(B − 2)|w0(B − 3), w0(B − 4)) xn

0 (1|w0(B − 2), w0(B − 3)) xn
0 (1|1, w0(B − 2))

T1 xn
1 (ŵ1

0(B − 3)|ŵ1
0(B − 4)) xn

1 (ŵ1
0(B − 2)|ŵ1

0(B − 3)) xn
1 (1|ŵ1

0(B − 2))

T2 xn
2 (ŵ2

0(B − 4)) xn
2 (ŵ2

0(B − 3)) xn
2 (ŵ2

0(B − 2))

Fig. 4. Channel codeword assignment for the regular encoding and sliding-window decoding scheme withK = 2 relays. We

transmitB − 2 source blocks to the destination inB channel blocks.

generateM conditionally independent channel codewordsxn
i (wi|wi+1, . . . , wK−1), wi ∈ [1,M ],

each drawn according to the distribution
∏n

t=1 p(xi,t|xi+1,t(wi+1, . . . , wK−1), . . . , x
n
K−1(wK−1)).

This constitutes the random channel codebook of terminalTi, for i = K − 3, K − 4, . . . , 0.

Finally, the channel codebook generation process is repeated independentlyK − 1 times,

and these codebooks are used sequentially over different channel blocks, so that when the joint

typicality decoding is applied simultaneously overK consecutive channel blocks, the decoding

errors corresponding to different blocks are independent of each other.

Encoding:At channel blockb, for b = 1, . . . , B −K, the source terminalT0 finds the index

w0(b) of the source outcomesm0 (b). The indexw0(b) is set to1 if the source realization is not

typical. We setw0(b) = 1 for b > B −K for notational convenience.

From the decoding procedure, which will be presented next, at the beginning of blockb for

b = 1, . . . , B, terminalTi, i = 0, . . . , K, has the estimateŝwi(b − k + 1) of w0(b − k + 1) for

k ≥ i + 1, where we letŵ0(i) = w0(i) for i = 1, . . . , b. Terminal Ti then sendsxn
i (ŵi(b −

i)|ŵi(b− i− 1), . . . , ŵi(b−K)) over channel blockb using the codebook whose turn has come,

where we setŵi(b
′) = w0(b

′) = 1 for every b′ < 1 and b′ > b − K + 1. See Fig. 4 for an

illustration of the encoding procedure in a network withK = 2 relays.

Decoding: At the end of blockb, for b = 1, . . . , B, terminalTi, i = 1, . . . , K + 1, declares

ŵi(b− i+ 1) = w if there exists a unique indexw ∈ [1,M ] for which

(sm(w), Sm
i (b− i+ 1)) ∈ Am

ǫ (S0, Si)

and

(xn
i−1−j(w|ŵi(b− i), . . . , ŵi(b− j −K)), . . . ,xn

K−1(ŵi(b− j −K)), Y n
i (b− j))

∈ An
ǫ (Xi−1−j, . . . , XK , Yi),
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in all the blocksb − j for j = 0, . . . , i − 1. An error is declared if no or more than one such

index is found. Note that terminalTi, i = 1, . . . , K + 1, attempts decoding at channel blocks

i ≤ b ≤ B −K + i− 1.

Analysis of probability of error: The probability of not having a typical source outcome

vanishes asm increases. Hence, in the rest of the error analysis we will focus on the analysis

of error for decoding the typical source realization at the nodes.

Denote byPi(b) the probability of the event that a decoding error is made at terminal Ti,

i = 1, . . . , K + 1, in block b, b = 1, . . . , B, conditioned on the event that no decoding error is

made in the previous blocks. That is, we have

Pi(b) , Pr{ŵi(b− i+ 1) 6= w0(b− i+ 1)|Ec(b− 1)},

where

Ec(b) , {ŵi(b
′ − i+ 1) = w0(b

′ − i+ 1) for all b′ = 1, . . . , b and i = 1, . . . , K + 1}.

Then the probability of errorPe can be bounded as follows

Pe =

B
∑

b=1

Pr{ŵi(b− i+ 1) 6= w0(b− i+ 1) for somei ∈ {1, . . . , K}|Ec(b− 1)} · Pr{Ec(b− 1)},

(9)

≤

B
∑

b=1

K
∑

i=1

Pi(b) · Pr{Ec(b− 1)}. (10)

Assuming no decoding error is made in the previous blocks, tocalculatePi(b) we can assume

ŵi(b
′ − i+ 1) = w0(b

′ − i+ 1)

for all b′ = 1, . . . , b − 1. Then terminalTi, i = 1, . . . , K, declaresŵi(b − i + 1) = w, for

b− i+ 1 ≥ 1, if w is the unique indexw ∈ [1,M ] such that

(sm(w), Sm
i (b− i+ 1)) ∈ Am

ǫ (S0, Si) (11)

and

(xn
i−1−j(w|w(b− i), . . . , w(b− j −K)), . . . , xn

K−1(w(b− j −K)),Y n
i (b− j))

∈ An
ǫ (Xi−1−j, . . . , XK , Yi)

(12)
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hold simultaneously for all the blocksb− j for j = 0, 1, . . . , i− 1.

We define the following sets

E0
i (b) , {w ∈ [1,M ] : w satisfies(11)}, (13)

Ei,j(b) , {w ∈ [1,M ] : w satisfies(12)}, (14)

Ei(b) ,

i−1
⋂

j=0

Ei,j(b), (15)

for i = 1, . . . , K and b = 1, . . . , B. Then,Pi(b) can be written as

Pi(b) = Pr
{

w0(b− i+ 1) /∈ E0
i (b) or w0(b− i+ 1) /∈ Ei(b)

or for somew′ ∈ E0
i (b) ∩ Ei(b) but sm(w′) 6= Sm

0 (b− i+ 1)|Ec(b− 1)} (16)

≤
1

Pr{Ec(b− 1)}

[

Pr{w0(b− i+ 1) /∈ E0
i (b)} + Pr{w0(b− i+ 1) /∈ Ei(b)}

+Pr{ for somew′ ∈ E0
i (b) ∩ Ei(b) but sm(w′) 6= sm0 (b− i+ 1)}

]

. (17)

Hence, the probability of error can be bounded as

Pe ≤

B
∑

b=1

K
∑

i=1

[

Pr{w0(b− i+ 1) /∈ E0
i (b)} + Pr{w0(b− i+ 1) /∈ Ei(b)}

+Pr{for somew′ ∈ E0
i (b) ∩ Ei(b) but sm(w′) 6= sm0 (b− i+ 1)}

]

. (18)

The first two arguments in the above summation can be made arbitrarily small for large enough

m andn [26]. On the other hand, we have

Pr{for somew′ ∈ E0
i (b) ∩ Ei(b) but sm(w′) 6= sm0 (b− i+ 1)}

≤
∑

w′∈[1,M ],w′ 6=w0(b−i+1)

Pr{w′ ∈ E0
i (b) ∩ Ei(b)} (19)

=
∑

w′∈[1,M ],w′ 6=w0(b−i+1)

Pr{w′ ∈ E0
i (b)} · Pr{w

′ ∈ Ei(b)} (20)

=
∑

w′∈[1,M ],w′ 6=w0(b−i+1)

Pr{w′ ∈ E0
i (b)} ·

i−1
∏

j=0

Pr{w′ ∈ Ei,j(b)},

(21)

≤ (M − 1)2−m(I(S0;Si)−3ǫ)2−n(I(X0,...,Xi−1;Yi|Xi,...,XK−1)−6iǫ)

(22)
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where (20) follows from the independence among the source and the channel codebooks; (21)

follows from the independence among the channel codebooks at consecutive channel blocks;

and (22) follows from the chain rule of mutual information and the following inequality:

Pr{w′ ∈ Ei,j(b)} ≤ 2−n(I(Xi−1−j ;Yi|Xi−j ,...,XK−1)−6ǫ)

for w′ 6= w0(b− i+ 1). Finally, substituting the value ofM , we get

Pr{for somew′ ∈ E0
i (b) ∩ Ei(b) but sm(w′) 6= sm0 (b− i+ 1)}

≤ 2−m[H(S0|Si)−bI(X0,...,Xi−1;Yi|Xi,...,XK−1)−ǫ′], (23)

whereǫ′ , (4 + 6bi)ǫ.

For sources and channels satisfying the conditions of the theorem, by appropriately choosing

ǫ and lettingm,n → ∞, we can have an arbitrarily small probability of error.

APPENDIX B

PROOF OFTHEOREM 1: SEMI-REGULAR ENCODING AND BACKWARD DECODING

In backward decoding for the single relay channel [6], whilethe relay decodes each message

block right after it is transmitted as in the sliding-windowdecoding scheme in Section A, the

destination waits until all message blocks are transmittedand decodes them in the reverse order

by removing the interference from the decoded messages. In backward decoding, each message

is decoded at the destination using the signal received in a single block as opposed to signal

combining in sliding-window decoding; however, backward decoding introduces additional delay,

which grows with the number of relays in the network.

We use the multiple-relay backward decoding scheme for the transmission over the channel

[11], [13]. This is a nested backward decoding scheme constructed recursively such that, in

each step of the recursion, a new node decodes the messages upto that point using backward

decoding.

Rather than the joint decoding approach in Section A, in the case of backward decoding we

use separate source and channel encoders/decoders at each node. In the case of separate source-

channel coding, the source samples need to be compressed separately for each node such that

each node receives enough information to decode the source sequence when combined with its

own side information sequence. For example, in the case of a single relay terminal, the source
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terminal generates two independent bin indices, one for therelay and one for the destination.

The transmission of the bin indices require using channel codes at different rates. However,

note that we need a different rate for each receiving node in the network, and all the terminals

participating in the transmission of the source terminals to the same node can use the same rate

for their codes.

Due to the nested structure of the backward decoding scheme its complexity increases quickly

with the increasing number of relays. Hence, for simplicity, we present the transmission scheme

for K = 2 relays with a decoding order ofT1, T2, T3. Extension to the setup with more relays

is a direct generalization.

As in Section A, for a given(n,m) pair, we build the code as follows. Fixp(x0, x1, x2) such

that (3) holds. A total ofB2m source samples will be transmitted over(B +1)2n channel uses.

This corresponds to a source-channel code rate of(B + 1)2n/B2m which gets arbitrarily close

to n/m asB → ∞.

Source code generation:Corresponding to each terminalTi, for i = 1, 2, 3, we consider

Mi = 2mRi bins, called theTi bins. All possible source outcomessm0 ∈ Tm
S0

are partitioned

randomly and uniformly into these bins, independently for each side information sequence, i.e.,

the distribution intoMi bins for Si is independent of the distribution intoMj bins for Sj for

i 6= j. This bin assignment, which corresponds to source compression, is made available to all

the terminals.

Channel code generation:For the channel codebook, generate at randomM3 channel code-

wordsxn
2 (j3) for j3 ∈ [1,M3] i.i.d. with p(xn

2 (j3)) = Πn
t=1p(x2,t), and index them asxn

2 (j3) with

j3 ∈ [1,M3].

Then for eachxn
2 (j3), generate at randomM2 conditionally independent channel codewords

xn
1 (j2|j3), j2 ∈ [1,M2], with probabilityp(xn

1 |x
n
2 (j3)) = Πn

t=1p(x1,t|x2,t(j3)), and index them as

xn
1 (j2|j3) with j2 ∈ [1,M2].

Finally, generate at random the codebook of sizeM1 for each possible combination of(xn
1 (j2|j3), x

n
2 (j3)),

with probability p(xn
0 |x

n
1 (j2|j3), x

n
2 (j3)) = Πn

t=1p(x0,t|x1,t(j2, j3), x2,t(j3)), and index them as

xn
0 (j1|j2, j3) with j1 ∈ [1,M1].

Encoding: Consider a source sequencesB
2m

0 of lengthB2m. Partition this sequence intoB2

portions,sm0,b, b = 1, . . . , B2. Similarly, partition the side information sequences intoB2 length-

m blocks sB
2m

i = [smi,1, . . . , s
m
i,B2] for i = 1, 2, 3. The bin index of thejth block of the source
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Block 1 2 · · · B B+1

T0 xn
0 (w1,1|1, 1) xn

0 (w2,1|w1,2, 1) · · · xn
0 (wB,1|wB−1,2, 1) xn

0 (1|wB,2, 1)

T1 xn
1 (1|1) xn

1 (ŵ1
1,2|1) · · · xn

1 (ŵ1
B−1,2|1) xn

1 (ŵ1
B,2|1)

T2 xn
2 (1) xn

2 (1) · · · xn
2 (1) xn

2 (1)

Block (B + 1) + 1 (B + 1) + 2 · · · (B + 1) + B (B + 1) + B + 1

T0 xn
0 (wB+1,1|1, w1,3) xn

0 (wB+2,1|wB+1,2, w2,3) · · · xn
0 (w2B,1 |w2B−1,2, wB,3) xn

0 (1|w2B,2, 1)

T1 xn
1 (1|ŵ1

1,3) xn
1 (ŵ1

B+1,2|ŵ
1
2,3) · · · xn

1 (ŵ1
2B−1,2 |ŵ

1
B,3) xn

1 (ŵ1
2B,2|1)

T2 xn
2 (ŵ2

1,3) xn
2 (ŵ2

2,3) · · · xn
2 (ŵ2

B,3) xn
2 (1)

· · · · · · · · · · · · · · ·

Block k(B + 1) + 1 k(B + 1) + 2 · · · k(B + 1) + B k(B + 1) + B + 1

T0 xn
0 (wkB+1,1|1, w(k−1)B+1,3) xn

0 (wkB+2,1|wkB+1,2, w(k−1)B+2,3) · · · xn
0 (wkB+B,1|wkB+B−1,2, w(k−1)B+B,3) xn

0 (1|wkB+B,2, 1)

T1 xn
1 (1|ŵ1

(k−1)B+1,3) xn
1 (ŵ1

kB+1,2|ŵ
1
(k−1)B+2,3) · · · xn

1 (ŵ1
kB+B−1,2|ŵ

1
(k−1)B+B,3) xn

1 (ŵ1
kB+B,2|1)

T2 xn
2 (ŵ2

(k−1)B+1,3) xn
2 (ŵ2

(k−1)B+2,3) · · · xn
2 (ŵ2

(k−1)B+B,3) xn
2 (1)

· · · · · · · · · · · · · · ·

Block B(B + 1) + 1 B(B + 1) + 2 · · · B(B + 1) + B B(B + 1) + B + 1

T0 xn
0 (1|1, wB(B−1)+1,3) xn

0 (1|1, wB(B−1)+2,3) · · · xn
0 (1|1, w

B2,3
) xn

0 (1|1, 1)

T1 xn
1 (1|ŵ1

B(B−1)+1,3) xn
1 (1|ŵ1

B(B−1)+2,3) · · · xn
1 (1|ŵ1

B2 ,3
) xn

1 (1|1)

T2 xn
2 (ŵ2

B(B−1)+1,3) xn
2 (ŵ2

B(B−1)+2,3) · · · xn
2 (ŵ2

B2,3
) xn

2 (1)

Fig. 5. Channel codeword assignment for the semi-regular encoding and backward decoding scheme withK = 2 relays. We

transmitB2 source blocks to the destination in(B + 1)2 channel blocks.

output sequencesm0,j with respect toTi bins is denoted bywj,i. The estimate ofwj,i at nodek,

k = 1, . . . , K + 1, is denoted byŵk
j,i. See Fig. 5 for an illustration of the encoding scheme.

In block 1,T0 observessm0,1, and finds the corresponding bin indexw1,1 ∈ [1,M1]. It transmits

the channel codewordxn
0 (w1,1|1, 1). The relaysT1 and T2 simply transmitxn

1 (1|1) and xn
2 (1),

respectively. In block2, T0 transmits the channel codewordxn
0 (w2,1|w1,2, 1). The relaysT1 and

T2 transmitxn
1 (ŵ

1
1,2|1) andxn

2 (1), respectively, wherêw1
1,2 is theT2 bin index of the estimatêsm1,1

at the relayT1. In the following blocksb = 2, . . . , B, the source terminal transmits the channel

codewordxn
0 (wb,1|wb−1,2, 1) wherewb,i ∈ [1,Mi] for i = 1, 2. In block B + 1, T0 transmits

xn
0 (1|w2,B, 1).

The first relayT1 estimates the source blocksm0,b−1 at the end of blockb−1, denoted bŷsm1,b−1,

and finds the correspondingT2 bin index ŵ1
b−1,2 ∈ [1,M2]. At block b, for b = 2, . . . , B + 1,

T1 transmits the channel codewordxn
1 (ŵ

1
2,b−1|1). For the firstB + 1 channel blocks terminalT2

transmitsxn
2 (1).

At the end of channel blockB+1, the relayT2 decodes the first source blocksm0,1 by backward

decoding. Having estimated the source blockssm0,1, . . . , s
m
0,B by backward decoding,T2 joins the

transmission for forwarding theT3 bin indices of the first source block to the destination.

In the following channel blocksT0 superposes the transmission of the second source block
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to T1 and T2 on the transmission of theT3 bin indices of the first source block toT3. In the

channel blocks fromB + 1 up to 2B + 1, the source terminal transmits, in order,

xn
0 (wB+1,1|1, w1,3), . . . , x

n
0 (w2B,1|w2B−1,2, wB,3), x

n
0 (1|w2B,2, 1).

The relayT1 transmits, in order,

xn
1 (1|ŵ

1
1,3), x

n
1 (ŵ

1
B+1,2|ŵ

1
2,3), . . . , x

n
1 (ŵ

1
2B−1,2|ŵ

1
B,3), x

n
1 (ŵ

1
2B,2|1).

Finally, the second relayT2 transmitsxn
2 (ŵ

2
1,3), . . . , x

n
2 (ŵ

2
B,3, x

n
2 (1)).

They continue similarly for a total ofB channel blocks ofBn channel uses each. In each of

theseB groups of channel blocksBm source samples are encoded by terminalT0. In the last

block of (B + 1)n channel uses, no new source samples are encoded. TerminalT0 transmits

xn
0 (1|1, wB(B−1)+1,3), . . . , x

n
0 (1|1, wB2,3), x

n
0 (1|1, 1),

while T1 transmitsxn
1 (1|ŵ

1
B(B−1)+1,3), . . . , x

n
1 (1|ŵ

1
B2,3), x

n
1 (1|1), and having estimated theT3 bin

indices for the lastBm source samples,T2 transmitsxn
2 (ŵ

2
B(B−1)+1,3), . . . , x

n
2 (ŵ

2
B2,3), x

n
2 (1). It

can be noted that the last channel block ofn channel uses is unused, but is included to simplify

the expressions as it does not reduce the source-channel code rate in the limit of an infinite

number of source and channel blocks.

Decoding and error probability analysis:Since each node tries to decode each block of the

source sample, we denote the estimate of source blocksm0,b at noteTk, k = 1, . . . , K+1, by ŝm1,b.

The relayT1 decodes the source signal by sequentially reconstructing source blocksm0,b at the

end of the channel block, in which the correspondingT1 bin index is transmitted by the source

terminalT0.

Consider channel blockk(B+1)+b for k = 0, 1, . . . , B−1 andb = 1, . . . , B. Assume that at

the end of blockk(B+1)+b−1, T1 has estimated the source blockssm0,1, . . . , s
m
0,kB+b−1 correctly,

i.e., ŝm1,b = sm0,b for b = 1, . . . , kB+b−1. Hence, it can correctly find theT2 bin index forsm0,kB+b−1

and theT3 bin index forsm0,(k−1)B+b, i.e., ŵ1
kB+b−1,2 = wkB+b−1,2 and ŵ1

(k−1)B+b,3 = w(k−1)B+b,3.

Using this information and its received signalyn1 (k(B+1)+ b), theT1 channel decoder attempts

to decodewkB+b,1, i.e., theT1 bin index corresponding tosm0,kB+b, by looking for a unique index

w such that

(xn
0 (w|wkB+b−1,2, w(k−1)B+b,3), x

n
1 (ŵ

1
kB+b−1,2|ŵ

1
(k−1)B+b,3), x

n
2 (ŵ

2
(k−1)B+b,3), Y

n
1 (b)) ∈ An

ǫ (X1, X2, X3, Y1),
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whereŵi
b,3 = wb,3 = 1 for i = 1, 2, if b < 1. If such a unique index is found, then it is assigned

as the bin index estimation of the source sequencesm0,b at nodeT1, w1
b,1.

The estimated bin index is then given to theT1 source decoder. With theT1 bin index and

the side informationsm1,kB+b, the T1 source decoder estimatessm0,kB+b by looking for a unique

source codeword which is jointly typical withSm
1 (kB + b) and whose bin index iŝw1

kB+b,1. If

such a unique codeword is found, it is assigned as the source estimation atT1, denoted bŷsm1,b.

At the end of channel blockk(B+1)+B+1, for k = 0, . . . , B−1, the relayT2 decodes the

T2 bin index for the source blocksm0,kB+B. It then continues decoding in the reverse order by

backward decoding. Assuming that it has estimated the source blockssm0,1, . . . , s
m
0,(k−1)B+B and

sm0,kB+b+1, . . . , s
m
0,kB+B correctly, it can find theT1 bin index ofsm0,kB+b+1 and theT3 bin index

of sm0,(k−1)B+b. Using this information and its received signalY n
2 (k(B + 1) + b), theT2 channel

decoder attempts to decodewkB+b,2 by looking for a unique indexw such that

(xn
0 (wkB+b+1,1|w,w(k−1)B+b,3), x

n
1 (w|ŵ

1
(k−1)B+b,3), x

n
2 (ŵ

2
(k−1)B+b,3),Y

n
2 (k(B + 1) + b))

∈ An
ǫ (X1, X2, X3, Y2).

If such a unique index is found, then it is assigned as the bin index estimation of the source

sequencesm0 (kB + b) at nodeT2, ŵkB+b,2.

The estimated bin index is then given to theT2 source decoder. With theT2 bin index and the

side informationsm2,kB+b, theT2 source decoder estimatessm0,kB+b by looking for a unique source

codeword which is jointly typical withSm
2 (kB + b) and whose bin index iŝw2

kB+b,2. If such a

unique codeword is found, it is assigned as the source estimation at T1, denoted bŷsm2,kB+b.

Decoding at the destination nodeT3 is also done using backward decoding, but the destination

waits till the end of channel blockB(B + 1) + B. It first tries to decode theT3 bin index of

the last source blocksm0,B2 using the received signal at channel blockB(B + 1) + B. Consider

decoding ofsm0 ((k−1)B+ b) at channel blockk(B+1)+ b for k = 1, . . . , B andb = 1, . . . , B.

Assuming that it has decoded the source blockssm0,(k−1)B+b+1, . . . , s
m
0,B2 correctly, it can find

the T1 bin index of sm0,kB+b and theT2 bin index of sm0,kB+b−1. Using these information and its

received signalY n
3 (k(B + 1) + b), the T3 channel decoder attempts to decodew(k−1)B+b,3 by

looking for a unique indexw such that

(xn
0 (wkB+b,1|wkB+b−1,2, w), x

n
1(ŵ

1
kB+b−1,2|w), x

n
2(w),Y

n
3 (k(B + 1) + b))
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∈ An
ǫ (X1, X2, X3, Y3).

If such a unique index is found, then it is assigned as the bin index estimation of the source

sequencesm0 ((k − 1)B + b) at nodeT2, ŵkB+b,2.

The estimated bin index is then given to theT3 source decoder. With theT3 bin index and

the side informationsm3,(k−1)B+b, the T3 source decoder estimatessm0,(k−1)B+b by looking for a

unique source codeword that is jointly typical withSm
3 ((k − 1)B + b) and whose bin index is

ŵ3
(k−1)B+b,3.

We upper bound the probability of error by counting errors made not only at the destination,

but at any terminal in the network.

Pe ≤
∑

sB
2m

Pr







⋃

b=1,...,B2

⋃

k=1,...,K+1

{Ŝm
b,k 6= sm0,b|S

B2m = sB
2m}







Pr
{

SB2m = sB
2m

}

. (24)

We can write the above union in a recursive manner by considering the decoding order of

the backward decoding scheme; that is, the above event of having an error in estimating any

of the source blocks at any of the nodes can be written as the union of error events, such

that each corresponds to an error event at one stage of decoding given that no error has been

made previously. Note that the decoding order is as follows:ŝm1,1, ŝ
m
1,2, . . . , ŝ

m
1,B, ŝm2,B, . . . , ŝ

m
2,1,

ŝm1,B+1, . . . , ŝ
m
1,2B, ŝ

m
2,2B, . . . , ŝ

m
2,B+1, . . ., ŝ

m
1,(B−1)B+1, . . . , ŝ

m
1,B2, ŝm2,B2 , . . . , ŝm2,(B−1)B+1, ŝ

m
3,B2 , ŝm3,B2−1, . . . , ŝ

m
3,1.

We have

Pe ≤
∑

sB
2m







∑

b=1,...,B2

∑

k=1,...,K+1

Pr{Ŝm
b,k 6= sm0,b|Eb,k, S

B2m = sB
2m}

·Pr{Eb,k|S
B2m = sB

2m}
}

Pr
{

SB2m = sB
2m

}

, (25)

where we defineEb,k as the event that all previous estimations are correct whenTk estimates

Sm
0,b. Then we get

Pe ≤
∑

sB
2m

{

∑

b

∑

k

Pr{Ŝm
b,k 6= sm0,b|Eb,k, S

B2m = sB
2m}

}

· Pr
{

SB2m = sB
2m

}

, (26)

≤
∑

sB
2m

{

∑

b

∑

k

Pr{Ŝm
b,k 6= sm0,b, ŵ

k
b,k = w(b, k)|Eb,k, S

B2m = sB
2m}

+Pr{Ŝm
b,k 6= sm0,b, ŵ

k
b,k 6= w(b, k)|Eb,k, S

B2m = sB
2m}

}

· Pr
{

SB2m = sB
2m

}

, (27)
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≤
∑

sB
2m

{

∑

b

∑

k

Pr{Ŝm
b,k 6= sm0,b|ŵ

k
b,k = w(b, k), Eb,k, S

B2m = sB
2m}

+Pr{ŵk
b,k 6= w(b, k)|Eb,k, S

B2m = sB
2m}

}

· Pr
{

SB2m = sB
2m

}

, (28)

=
∑

b

∑

k

Pr{Ŝm
b,k 6= sm0,b|ŵ

k
b,k = w(b, k), Eb,k}

+
∑

sB
2m

{

∑

b

∑

k

Pr{ŵk
b,k 6= w(b, k)|Eb,k, S

B2m = sB
2m}

}

Pr
{

SB2m = sB
2m

}

, (29)

=
∑

b

∑

k

Pr{Ŝm
b,k 6= sm0,b|ŵ

k
b,k = w(b, k), Eb,k}

+
∑

b

∑

k

∑

w(b,k)∈{1,...,2mRk}

Pr{ŵk
b,k 6= w(b, k)|Eb,k,Wb,k = w(b, k)}Pr{Wb,k = w(b, k)},(30)

=
∑

b

∑

k

Pr{Ŝm
b,k 6= sm0,b|ŵ

k
b,k = w(b, k), Eb,k}

+
∑

b

∑

k

1

2mRk

∑

w(b,k)∈{1,...,2mRk}

Pr{ŵk
b,k 6= w(b, k)|Eb,k,Wb,k = w(b, k)}. (31)

Now, note in (31) that each term in the first summation corresponds to the error event at the

source decoder ofTk given that it is provided with the correct bin index, and eachterm in the

second summation corresponds to the error event at the channel decoder ofTk, both conditioned

on the fact that all the estimations up to that instant are correct. Following the usual arguments,

we get

Pe,i(b) ≤
∑

b

∑

k

{

2mRk · 2m(H(S0|Sk)+ǫ) + 2mRk · 2−n(I(Xk−1
0 ;Yk|X

K+1
k

)+ǫ)
}

(32)

SettingRk = H(S0|Sk), and lettingm,n → ∞ while ǫ → 0, the error probability vanishes

under the assumptions of the theorem.
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[24] S. Shamai and S. Verdú, “Capacity of channels with uncoded side information,”European Transactions on Telecommuni-

cations and Related Technologies, vol. 6, no. 5, pp. 587–600, Sept.-Oct. 1995.

DRAFT



28

[25] E. Tuncel, “Slepian-Wolf coding over broadcast channels,” IEEE Trans. Information Theory, vol. 52, no. 4, pp. 1469–1482,

Apr. 2006.

[26] I. Csiszar and J. Korner,Information Theory: Coding Theorems for Discrete Memoryless Systems. New York, NY:

Academic Press, 1981.

[27] J. N. Laneman, E. Martinian, G. W. Wornell, and J. G. Apostolopoulos, “Source-channel diversity for parallel channels,”

IEEE Trans. Information Theory, vol. 51, no. 10, pp. 3518–3539, Oct. 2005.

DRAFT


	I Introduction
	II Problem Setup
	III Point-to-point Channel: To Bin or Not To Bin
	IV Main Results
	V Extension to Relay-Broadcast Networks
	VI Conclusion
	Appendix A: Proof of Theorem 1: Regular encoding and sliding-window decoding
	Appendix B: Proof of Theorem 1: Semi-regular encoding and backward decoding
	References

