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The low-frequency response of systems near the many-body localization phase transition, on
either side of the transition, is dominated by contributions from rare regions that are locally “in
the other phase”, i.e., rare localized regions in a system that is typically thermal, or rare thermal
regions in a system that is typically localized. Rare localized regions affect the properties of the
thermal phase, especially in one dimension, by acting as bottlenecks for transport and the growth of
entanglement, whereas rare thermal regions in the localized phase act as local “baths” and dominate
the low-frequency response of the MBL phase. We review recent progress in understanding these
rare-region effects, and discuss some of the open questions associated with them: in particular,
whether and in what circumstances a single rare thermal region can destabilize the many-body
localized phase.

I. INTRODUCTION

A basic assumption of statistical mechanics is that iso-
lated, but internally interacting many-body physical sys-
tems, “thermalize”: i.e., starting from generic initial con-
ditions, they tend towards a state in which entropy is
maximized, subject to constraints due to a small number
of conservation laws. Thus, equilibrium states can be sta-
tistically described in terms of a few parameters, i.e., the
conserved densities or their associated Lagrange multipli-
ers [1], such as the temperature or the chemical potential.
This “thermalization” is expected to occur generically in
classical systems with chaotic dynamics. In quantum-
mechanical systems, the expectation that such isolated
systems will thermalize is captured by the “eigenstate
thermalization hypothesis” (ETH)[2–4]. The ETH states
that the eigenstates of a generic many-body quantum sys-
tem are locally “thermal,” in the sense that the reduced
density matrix of a sufficiently small subsystem is the
same when the full system is in an eigenstate as when the
full system is in any other thermal equilibrium state, such
as the Boltzmann distribution. Numerical evidence sup-
ports the ETH in a variety of quantum systems [1, 4, 5],
although it is known to fail in certain experimentally
relevant special cases, e.g., a one-dimensional Bose (or
Fermi) gas with short-range interactions [1, 4, 6]. Such
special cases, corresponding to integrable (and thus non-
chaotic) dynamics, were thought to be fine-tuned points
rather than stable dynamical phases. However, in re-
cent years, a stable, nonthermalizing specifically quan-
tum phase known as the ‘many-body-localized’ (MBL)
phase, has been predicted to exist in certain systems [7–
11]. The MBL phase is not known to have any direct
classical equivalent [12, 13], and unlike traditional inte-
grable systems is, moreover, robust against generic local

perturbations to the system’s Hamiltonian, so is not fine-
tuned.

In addition to its conceptual importance, the ques-
tion of how and whether or not an isolated quantum
system thermalizes has been a focus of current experi-
ments realizing “synthetic quantum matter”. That such
questions can be probed experimentally at all is the re-
sult of advances in preparing, controlling and measur-
ing such systems in a variety of platforms, including ul-
tracold atomic [14, 15], trapped ion systems [16, 17],
superconducting qubit arrays [18], NV-centers [19] etc.
These developments bring the investigation of out-of-
equilibrium many-body quantum dynamics within ex-
perimental reach; and, indeed, both the failure of ther-
malization in integrable one-dimensional quantum sys-
tems [6, 20, 21] and the presence of MBL regimes have
been experimentally demonstrated [22–27].

In recent years, a detailed phenomenological under-
standing has emerged for the fully MBL phase, in which
all eigenstates are localized. This phase supports an ex-
tensive set of localized integrals of motion [28–33] (termed
LIOMs or “l-bits”), and certain quantum correlations can
retain memory of their initial state even at infinitely late
times [34]. The MBL phase resembles noninteracting
Anderson insulators in some ways (e.g., spatial correla-
tions decay exponentially, and eigenstates have area-law
entanglement [35]). However, there are also important
distinctions in entanglement dynamics [36, 37], dephas-
ing [38–40], linear [41] and nonlinear [42–48] response,
and the entanglement spectrum [49, 50]. These develop-
ments (reviewed in Refs. [10, 11, 51]) are not the focus
of the present review.

The present review is concerned with rare-region ef-
fects associated with the many-body localization phase
transition. The presence of thermodynamic and dynamic
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singularities due to rare regions in systems with quenched
randomness and a phase transition was first pointed out
by Griffiths [52] and by McCoy [53]. We will follow
current usage and call these effects “Griffiths effects”.
They are one type of precursor to the phase transition:
rare, large but finite “inclusions” of the other phase, i.e.,
regions in which (because of highly atypical configura-
tions of the quenched randomness) the parameters of
the system are locally such that it appears to be in the
other phase. Such Griffiths effects have been studied ex-
tensively at conventional thermal [52, 53] and quantum
phase transitions [54, 55]; see e.g. Ref. [56] for a review.
At some phase transitions, such as the quantum phase
transition from a magnetically disordered to a magneti-
cally ordered phase in the random transverse-field Ising
spin chain, the leading divergences near the phase tran-
sition are due to such Griffiths effects [57].

Here, we shall be concerned with Griffiths effects near
the unconventional dynamic quantum phase transition
between the thermal and MBL phases. The MBL phase
transition is still poorly understood, so whether these
Griffiths effects are the dominant precursors to the phase
transition, on either side of it, is still not clear. In
the thermal phase of a system with quenched random-
ness there may be rare regions that are more disordered
and thus locally MBL. Ultimately, these rare regions do
thermalize due to being surrounded by thermal regions,
which act as a “bath,” but their slow dynamics can dom-
inate the long-time or low-frequency dynamics of such
a system [58–60]. These effects are most dramatic in
one dimension, where such inclusions of the MBL phase
can bottleneck transport, making the diffusion constant
vanish even within the thermal phase, as has been seen
in some numerical studies [61, 62]. On the other hand,
in the MBL phase of a system with quenched random-
ness there may be rare regions that are less disordered
and thus locally thermalizing [41]. Ultimately, at least in
one-dimensional systems with short-range interactions,
these rare regions get “localized” because they are effec-
tively finite [41, 58, 63, 64]: thus the spectral features
of an inclusion become discrete on frequency scales small
compared with the level spacing of the inclusion. In ad-
dition to rare regions of the disorder potential, the MBL
phase has rare regions of the state [65], in which the con-
served densities have atypical values (such “rare regions”
would of course not be dynamically stable in the thermal
phase). If the system has a putative many-body mobility
edge separating MBL and thermal energy ranges, a state
that is globally deep in the MBL energy range can have
a local energy fluctuation that takes it to, or beyond, the
energy density corresponding to the many-body mobility
edge. Unlike rare regions of the disorder potential, rare
regions of the state do not depend on the existence of
quenched randomness, and could also apply to nonran-
dom quasiperiodic systems that show MBL [66].

Within each phase, large inclusions of the other phase
are sparse, so in the first approximation they can be
treated as noninteracting. Therefore it may suffice to (i)

count inclusions, and (ii) understand the influence of a
single, isolated wrong-phase inclusion as a function of its
size and properties. For MBL inclusions in the thermal
phase, both steps are relatively straightforward: assum-
ing spatially uncorrelated disorder and a one-dimensional
geometry, the density of localized inclusions of linear di-
mension L is exponentially small in L. Further, the tran-
sit time t for information or particles to traverse a local-
ized inclusion of length L can be seen to be t(L, ζ) ∼ eL/ζ ,
with a finite decay length ζ [58, 59]. Thus, inclusions with
transit times ∼ t have length L ∝ ζ log t, and the density
of such inclusions falls off as a power of t with an ex-
ponent that varies throughout the thermal phase; as we
discuss in Sec. II, these continuously varying power laws
can dominate various physical properties in the thermal
phase near the MBL transition.

The case of a thermal inclusion in the MBL phase is
more subtle, and currently not fully understood. There
is an essential dichotomy between the thermal and MBL
phases: the thermal phase is incoherent, while the MBL
phase is coherent, and in the “battle” between coher-
ence and decoherence, decoherence always has the upper
hand. Thus thermal inclusions within the MBL phase
are potentially much more potent and their effects more
far-reaching as compared to MBL inclusions within the
thermal phase. This is because a thermal inclusion can
“grow” by acting as a bath for degrees of freedom near
it, and the processes that govern and limit this growth
are not entirely clear at present. Indeed, there are sce-
narios in which a single rare thermal region, of either the
disorder potential or the state, causes a nonperturbative
instability of the many-body localized phase [64, 65]. In
particular, such scenarios have been constructed to argue
against the existence of many-body mobility edges or of a
MBL phase in high-dimensional systems. However, even
if these scenarios are correct, “MBL glass” regimes that
are effectively many-body localized on all accessible time
and length scales will still exist, they just may be sepa-
rated from the thermalizing regimes by a crossover rather
than by a sharp phase transition.

In what follows, we shall first review what is under-
stood about Griffiths effects within the thermal phase
(Sec. II) and then discuss rare-region effects on the
MBL side of the transition (Sec. III); and finally turn
to the renormalization-group theories of the transition
(Sec. IV). We shall focus more on one-dimensional sys-
tems, although we shall also discuss the implications for
higher-dimensional MBL systems, including the question
of to what extent such systems even exist.

II. THERMAL PHASE

On the thermal side of the MBL transition, rare large
locally insulating regions can significantly alter the trans-
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FIG. 1. Griffiths effects in the thermal phase and dimen-
sionality. (a) In dimensions d > 1, transport, e.g., a heat
current induced by a small temperature gradient (shading of
the background), can go around slow insulating regions (blue
speckled regions). (b) For d = 1, rare insulating regions can
act as “bottlenecks”, since any transport current has to pass
through them.

port properties of the system1 (Fig. 1). This is especially
true in one dimension, where insulating regions can act
as bottlenecks that limit transport across the system.
Thus, in one dimension even the typical dynamics2 of
the system can be dominated by rare-region effects. In
higher dimensions, transport and operator spreading can
bypass rare insulating regions, so global transport and
typical relaxation are not dominated by rare-region ef-
fects. However, certain spatially-averaged properties can
still in principle be dominated by rare-region effects: lo-
cal observables deep inside a rare insulating region can
take a very long time to relax, so the slowest relaxation
in the system can be dominated by rare-region effects.

1 Here, a distinction must be made between systems with quenched
randomness and systems with deterministic quasi-periodic po-
tentials or fields. The latter do not harbor Griffiths regions due
to rare fluctuations of the disorder, though rare random fluctua-
tions of the state may give rise to similar effects.

2 Griffiths effects can lead to broad distributions (over many dis-
ordered samples) of various dynamical observables. Thus, it is
important to distinguish between average and typical proper-
ties. Experimentally, the average result is obtained after mea-
surements over an exhaustive range of samples that includes sam-
ples containing the rarest of rare insulating inclusions, and the
average may be dominated by rare samples; the typical result is
the more likely outcome of the measurement in any one particu-
lar sample. Mathematically, the typical value may be defined as
the median of the distribution.

A. Response of a single inclusion

Suppose the MBL transition is governed by a
global control parameter δ (e.g., disorder or interaction
strength), such that when the typical value of δ < 0
the system is in the thermal phase, and otherwise the
system is MBL. For a sufficiently large but finite re-
gion of a system, one can meaningfully define a local
value of δ, denoted δi, which determines whether the
inclusion is locally in the thermal or MBL phase. We
now consider a d-dimensional thermal system with an
approximately spherical MBL inclusion of radius R0 at
the origin: i.e., the system is locally MBL (with local
control parameter δi ≥ 0) for R < R0, and thermal
(with the typical value δ < 0 for its control param-
eter) for R > R0. Following Ref. [58], we can split

up the Hamiltonian into ĤR<R0
+ ĤR&R0

+ Ĥ ′, where

Ĥ ′ consists of boundary terms that connect the subre-
gions. We diagonalize ĤR<R0 by local integrals of mo-
tion or “l-bits”[30], in terms of which it has the form

ĤR<R0
= hiτ̂

z
i + Jij τ̂

z
i τ̂

z
j + . . .. The boundary terms in

Ĥ ′ can be expressed as ÂR<R0B̂R≥R0 , where Â and B̂
are local operators living respectively inside and outside
the inclusion. The operator Â can be expanded in terms
of l-bits: the coefficients will decay exponentially with
distance from the boundary. Meanwhile, we can model
the thermal region as an infinite heat bath. Each l-bit
inside the inclusion is coupled, by terms in H ′, to this
thermal bath, with a coupling constant that falls off ex-
ponentially with its distance from the boundary. The
longest relaxation timescale is then

t(R0) ∝ exp(R0/ζ) (1)

where ζ(δi) is the characteristic decay length in the in-
clusion of the relaxational interactions with the thermal
bath. This conclusion is precisely what one might have
expected on intuitive grounds for a generic insulator.

The definition of Griffiths regions in a system close to
the MBL critical point requires more care. In this regime,
even the thermal bulk only appears thermal when probed
on lengths scales larger than the correlation length ξ, ex-
pected to diverge at the critical point, and on timescales
that are long compared with its correlation time τ(ξ)
[which is thought to go as exp(ξ/ζ) [58, 67]]. Hence the
boundary between the Griffiths region and the thermal
bulk is smeared over the scale ξ and for isolated Griffiths
regions to be well defined they must be of size R0 � ξ.
The critical behavior, seen on time scales shorter than
τ(ξ) is described in the RG approach in terms of strongly
coupled insulating and thermal regions present on all
scales below ξ. For a sufficiently large inclusion we ex-
pect the asymptotic size-dependence of the decay rate
to remain exponential, t(R0) ∝ exp(R0/ζ), but the sub-
exponential prefactor will presumably be renormalized
away from its Golden-Rule value as the thermal bulk ap-
proaches the MBL transition.
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B. Counting inclusions: the role of dimensionality

Equipped with the previous result, we can estimate
the density of insulating inclusions in the thermal phase.
An inclusion is considered “insulating” on timescale t if
information takes longer than t to escape from the inclu-
sion. Smaller inclusions are fully relaxed to their local
environment on timescale t and are considered “conduct-
ing” on that timescale. From the previous discussion,
an inclusion that is insulating on timescale t must be of
radius R0 & ζ(δi) log t, where δi is the value of the con-
trol parameter inside the inclusion. The probability of
such an inclusion can be argued, on the grounds of large-

deviations theory, to be p ∼ e−r(δ,δi)L
d

, where r ≥ 0 is
a rate function that depends on both δ, the value of the
control parameter in the bulk phase, and δi, the respec-
tive value in the inclusion; r(δ, δi) = 0 only when δi = δ.

In one dimension, near the MBL critical point, the oc-
currence of inclusions falls off exponentially with their
size R0 as p(R0) ∼ e−R0/ξ. Concomitantly, the relax-
ation time inside (or across) these inclusions is exponen-
tially large in R0, t ∼ eR0/ζ . As a result, the (spa-
tial) density of inclusions that are insulating on time t
is a power-law t−1/z. Correspondingly the system de-
velops a power-law distribution of relaxation time scales
p(t) ∼ t−(z+1)/z. The above arguments suggest that
near the MBL phase transition z varies continuously as
z = ξ/ζ and hence diverges together with ξ at the critical
point. This conclusion is supported by the renormaliza-
tion group treatments [58, 67], which also suggest, as does
numerical work [34], that transport through a critical re-
gion of size R0 occurs on a timescale t(R0) ∼ exp(R0/ζc).

In higher dimensions, the density of inclusions that are
insulating at time t falls off as exp(−α logd t), which is
faster than a power law. Thus, in higher dimensions,
Griffiths effects in response are generically sub-leading
in the thermal phase to the power-law hydrodynamic
long-time tails that dominate the late-time response of
many observables. The only exceptions to this are sys-
tems with no conserved quantities at all (e.g., certain
driven systems), for which hydrodynamic long-time tails
are absent, or very specific observables that do not have
long-time tails [60].

C. Griffiths effects in one dimension: density and
current response

In one dimension, Griffiths effects lead to power-law
singularities in the time- or frequency-dependence of var-
ious dynamical observables that may dominate over hy-
drodynamic power laws, provided z is large enough. We
now briefly review what is believed about the behavior of
various observables in the Griffiths regime of the thermal
phase. Our considerations here are generic and apply to
any interacting system with quenched randomness and
at any nonzero temperature, provided that one goes to
sufficiently late times. Recall that rare regions contribute

to dynamics in two distinct ways in one dimension: first,
the dynamics inside a rare region is slow, and these slowly
relaxing regions can dominate the late-time behavior of
spatially averaged quantities; and second, rare insulat-
ing regions can act as bottlenecks for transport, operator
spreading and the growth of entanglement. The former of
these effects is closely analogous to conventional Griffiths
effects, e.g., in disordered magnets, whereas the latter is
somewhat different.

Elastic vs. inelastic processes.—There are in princi-
ple two ways for particles or information to go through
an MBL inclusion: they can be transmitted “elastically”
(by tunneling through the inclusion while making only
virtual changes to the state of the l-bits in the inclu-
sion) or “inelastically” (by processes that produce real
changes in the state of the inclusion). Elastic processes
give transport across an inclusion but do not thermalize
the inclusion itself, whereas inelastic processes thermal-
ize the inclusion. At the Golden Rule level of analysis,
it seems that inelastic processes dominate [60] for a large
enough inclusion (since the matrix element for going fully
across the inclusion is exponentially suppressed relative
to the matrix element for going halfway into the inclu-
sion). If instead it is the case that elastic processes can be
faster than inelastic for long inclusions, then we will have
two dynamic exponents z with the larger one governing
the slower relaxation of the l-bits within the inclusion.

Decay of generic spatially averaged autocorrelation
functions.—Generic local autocorrelation functions in the
MBL phase remain nonzero in the infinite-time limit.
Thus, autocorrelation functions of operators inside a
MBL inclusion of size L will remain of order unity at
times shorter than the decay timescale t(L) [Eq. (1)]. The
contribution of these inclusions to spatially averaged au-
tocorrelation functions is set by their density, and goes as
t−1/z. Thus we expect generic autocorrelation functions
to decay as t−1/z or slower. Certain autocorrelation func-
tions, such as that of the current, that are forced by sym-
metry (in the case of current, time-reversal symmetry) to
vanish at long times in the MBL phase are exceptions to
such a decay law.

Autocorrelation functions of conserved densities;
subdiffusion.—As discussed above, in one dimension in-
clusions can also affect the typical behavior of autocorre-
lation functions by acting as transport bottlenecks. We
now discuss this effect for the case of density relaxation.
Let us first consider density relaxation between two good
thermal regions of size L separated by a bottleneck,
across which particles randomly hop with a rate Γ. Then
the timescale for density to relax across the bottleneck is
∼ L/Γ, i.e., it is the time required for essentially all the
particles in the thermal regions to “forget” their initial
condition. Let us now consider a region of size L and
estimate the time it takes density to relax across it. The
slowest expected bottlenecks in such a region are those
with density t−1/z ∼ 1/L, i.e we expect to find about one
such bottleneck in the region; these bottlenecks therefore
have timescale t ∼ Lz. Consequently, the time it takes
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density to relax across L is ttr(L) ∼ L1+z. Inverting this
relation, we arrive at the relation

L ∼ ttr(L)β , β = 1/(1 + z) (2)

Note that these bottlenecks only dominate transport
when z > 1, i.e., when β < 1/2. In this regime, the
system exhibits subdiffusive dynamics: its d.c. diffusion
constant and therefore its d.c. conductivity vanish, al-
though the system still thermalizes.

Conductivity. In the subdiffusive regime (β < 1/2),
the frequency- and wavevector-dependent conductivity
σ(q, ω) has nontrivial structure as a function of q and
ω [59, 60]; Fig. 2. The behavior of the a.c. conductivity
is an illustrative example of the interplay between various
kinds of rare-region effects. Let us first consider the con-
ductivity when q → 0 at fixed ω. In this case, the current
is limited by ω rather than q, and the response is effec-
tively q-independent. On a timescale 1/ω, the system
can be divided into segments of length L ∼ 1/ωβ within
which the system relaxes close to local equilibrium, but
for β < 1/2 these segments are separated by bottlenecks
that do not allow relaxation on this time scale. Sup-
pose the system is driven with a spatially uniform force
E on the conserved particles that oscillates at frequency
ω. Each internally equilibrating segment then relaxes
to a density profile of the form ρ(x) − ρ0 ∼ Ex, where
ρ0 is the equilibrium density at E = 0. The total dis-
placement (from equilibrium) of the density distribution
during the cycle is then ∼

∫
dxx(Ex) ∼ EL3, so that the

total current in this segment is ∼ EL3ω, and the current
per particle is ∼ EL2ω. This leads to the relation that
the low-frequency conductivity goes as

σ(q = 0, ω) ∼ ω1−2β = ω(z−1)/(z+1). (3)

Now let us consider the opposite limit of ω → 0 for
finite q. In this case, the charge within a typical re-
gion of the system is able to rearrange completely before
the field changes direction. The response of typical re-
gions is therefore dominantly reactive. However, atypical
regions, i.e., inclusions that are insulating on timescales
1/ω, respond dissipatively at that timescale. The density
of such slow inclusions goes as ω1/z, and each such inclu-
sion has charge rearrangement at a rate ω, so that the
low-frequency behavior of the real part of the spatially-
averaged conductivity at nonzero q is

σ(q, ω → 0) ∼ ω(z+1)/z = ω1/(1−β). (4)

Note that the frequency-dependence in these two q-
regimes is sharply different from the diffusive behavior of
σ(q, ω) ∼ ω2/(ω2+D2q4). Meanwhile, as the MBL phase
transition is approached, z → ∞ and both the low-q

and high-q conductivities approach a σ ∼ ω frequency-
dependence.

Structure factor and relation to 1/f noise.—The a.c.
conductivity is closely related to the dynamic structure
factor,

S(q, ω) ≡ F.T.[〈[ρ̂(q, t), ρ̂(q, 0)]+〉]
= q2Re[σ(q, ω)] coth (~ω/2kBT )/ω; (5)

Fig. 2. Recently, the (q, ω)-dependence of the structure
factor was explored numerically across the MBL transi-
tion [68, 69] as well as in bond-disordered spin systems
with some analogies to MBL [70]. We note this spectral
function can be a “noise” spectrum: if an external qubit
couples to the operator O of the nearly MBL system—for
instance, it has a Hamiltonian Hq = σ̂zεz/2+σxO—then
the relaxation rate 1/T1 of the qubit, given by a sum of
Fermi’s Golden rule rates of absorption and emission of
the qubit due to fluctuations of the operator O, is given
by the analogous structure factor SO(ω = εz). In the
Griffiths phase, for finite q,

S(q, ω → 0) ∼ ω−1+1/z. (6)

Thus, the transition into the MBL phase is character-
ized by the presence of spatially-averaged spectral func-
tion with a 1/ω tail. Although this is an intriguing fea-
ture of the near-MBL dynamics, we caution that a num-
ber of different physical mechanisms can give rise to such
low-frequency tails [71].

Griffiths effects beyond linear response: quench dynam-
ics and heating.—The arguments we have made to esti-
mate rare-region contributions to linear response gener-
alize directly to quench dynamics. In both cases, the
crucial step in the reasoning is the assumption that rare
insulating inclusions remember their initial configuration
at late times. Thus, for example, our analysis of the
large-q conductivity and structure factor can be directly
related to the decay of an imprinted density wave as mea-
sured in Ref. [22]. Specifically, we expect that at a late
time t, the remaining memory of the initial pattern is re-
stricted to inclusions of size & ζ log t; the density of such
inclusions, and therefore the residual contrast, decays as
t−1/z.

One might wonder whether a more direct formal re-
lation exists between linear response and the late-time
dynamics after a quench. In some thermalizing systems,
such a relation can be derived because the late-time den-
sity matrix of a system is close to equilibrium, thus, one
can think of it as being perturbed slightly away from
equilibrium, so that linear response theory applies. In
the Griffiths picture, however, no such direct relation ex-
ists: deep inside inclusions that are insulating at time t
(and that, as discussed above, dominate response at time
t), the system remains far from equilibrium, and is not
in a linear-response regime.
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FIG. 2. Behavior of the frequency (ω)- and wavevector (q)-dependent structure factor S(q, ω) and conductivity σ(q, ω) in
disordered one-dimensional systems. Both ω and q are assumed small compared with the characteristic microscopic scales of
the problem. The response is schematically plotted as a function of ω at fixed nonzero q. In the thermal phase (left and

central panels) there is a crossover in the response when ω ∼ q1/β , with β = 1/2 in the diffusive phase and 0 < β < 1/2 in the
subdiffusive Griffiths phase. In the MBL phase near the transition (right panel) the structure factor goes as φ(ω)/ω and the
a.c. conductivity goes as ωφ(ω); the form of φ(ω) is discussed in Sec. III. The static ∼ δ(ω) contribution to S(ω) in the MBL
phase is indicated. There is no appreciable q-dependence in the MBL phase, except in logarithmic corrections.

A complementary probe of Griffiths physics comes
from nonlinear response, captured, e.g., by the rate at
which the system absorbs energy from an external drive
of amplitude A and frequency ω [48]. We assume in what
follows that the system is initialized at an energy den-
sity corresponding to finite temperature. In the thermal
phase—ignoring Griffiths effects—energy absorption is
initially linear, with a rate ∼ A2, and this linear response
saturates on a timescale W/A2 (on which the system has
heated up). In the MBL phase, the system consists of
essentially isolated two-level systems; again, the initial
absorption is linear with a rate ∼ A2, but the average
absorption of near-resonant two-level systems saturates
on a timescale ∼ 1/A [48]. A key distinction between
these phases is that in the MBL phase, response is domi-
nated by a small number of resonant transitions (so most
degrees of freedom do not heat up at all, and the system
enters a Floquet MBL phase, provided the drive is not
too strong [27, 42, 43, 48]) whereas in the thermal phase
the entire system heats up. The response of a large MBL
inclusion (with characteristic timescale τ � W/A2) in
the thermal phase can be understood by a combination
of these effects. The thermal region heats up and satu-
rates (to infinite temperature) on a timescale ∼ W/A2,
whereas the MBL inclusions direct absorption from the
drive saturates on a timescale ∼ 1/A. On a timescale
∼W/A2, then, the system has heated up to infinite tem-
perature everywhere outside the inclusion, whereas the

inclusion is still cold. Then the inclusion is thermalized
by its surroundings on a timescale ∼ τ . The energy ab-
sorption rate at late times t thus goes as 1/t times the
density of inclusions for which τ & t, i.e.,

dE

dt
∼ t−1/z

t
(7)

so the energy approaches its final, infinite-temperature
value as E∞ − E(t) ∝ t−1/z.

In addition to this long-time signature of Griffiths
physics, one can detect the quick saturation of response
inside inclusions via “hole-burning” experiments [72], in
which one first strongly drives a system at a particu-
lar frequency ω, removes the drive and waits a time T ,
and then probes absorption at the same frequency ω.
The change in the spectral function S(ω) induced by the
drive is then measured. The “memory” effect due to in-
sulating inclusions should depend on the waiting time T
as ∆S(ω) ∼ T−1/z. This hole-burning signature will be
clearest on intermediate timescales 1/A � T � W/A2,
since at these intermediate times the thermal bulk of the
system is still responsive to the drive.

Finally, we remark that when the system is driven at
amplitudes that are large compared with the drive fre-
quency, the drive can cause some inclusions to delocal-
ize [42, 43, 48]. This effect can renormalize the expo-
nent z, which should therefore be regarded in general as
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a function of the drive amplitude and frequency in the
resulting thermal Floquet Griffiths regime.

D. Broad distributions in the Griffiths phase

We have seen that typical and spatially averaged quan-
tities can differ strongly in the thermal Griffiths phase.
This is related to the fact that such quantities have fat-
tailed probability distributions. For quantities that relax
locally (e.g., the high-q conductivity or charge-density-
wave relaxation), the relevant probability distributions
can straightforwardly be read off from the distribution of
inclusions that are insulating on timescale t: the proba-
bility of a given region having a characteristic relaxation
time & τ goes as τ−1/z.

In one-dimensional systems, for quantities where bot-
tlenecks between typical regions dominate the dynam-
ics, e.g., low-q conductivity or entanglement growth, the
argument is slightly different. One can map this sys-
tem [59] to a resistor network with a resistance distri-
bution P (R) ∼ R−τ , where τ ≡ 1/(1 − β), where β is
the subdiffusion exponent. In the subdiffusive regime,
1 < τ < 2. The typical resistance of a sample of length L
is dominated by the largest resistor (slowest weak link)
one expects to find in such a sample, which in turn is
given by the requirement that P (R > Rmax) ' 1/L.
However, because of the power law distribution, an ap-
preciable (i.e., only power-law small) fraction of samples
contain a much larger resistance bottleneck.

We observe that this broad distribution of physical
observables also has implications for the distribution of
matrix elements between eigenstates. The standard ex-
pectation from mesoscopic physics [73, 74] is that, for a
system of length L, eigenstates separated by less than
the Thouless energy D/L2 are effectively random. This
is also the content of the off-diagonal part of the eigen-
state thermalization hypothesis. However, the existing
numerical evidence [75, 76] suggests that there is con-
siderable structure (e.g., fat tails) in the distributions
of these off-diagonal matrix elements in the subdiffusive
thermal Griffiths regime. The precise implications of
Griffiths effects for these eigenstate correlations remain
to be worked out.

E. Entanglement and operator dynamics

In addition to “bottlenecking” the transport of con-
served quantities, MBL inclusions slow down the growth
of entanglement. In clean systems, entanglement is ex-
pected to grow “ballistically”, as the entanglement across
a cut involves those degrees of freedom within a distance
from the cut that grows linearly with time. For con-
creteness, let us consider a one-dimensional system with
open boundary conditions, initialized in a generic high-
energy product state. Thus, initially, its entanglement
entropy across any cut is zero. In a generic quantum-

chaotic clean system the entanglement entropy grows lin-
early with time (with a “velocity” vE), and saturates
when the entanglement entropy of the smaller sub-region
approaches its thermal value. The nature of this ballis-
tic entanglement growth has recently been explored for
generic strongly interacting systems [77, 78] and also for
generic local systems subject to noise [79].

In disordered systems, it was initially argued [58] that
entanglement continues to grow ballistically so long as
the dynamical Griffiths exponent (as defined above) z <
1. The idea behind this was that once two large ther-
mal regions are able to interact across a bottleneck, local
interactions on either side of the bottleneck are able to
fully entangle the two thermal regions. Currently the
entanglement dynamics are not fully understood, but it
seems clear that this early idea overestimated the rate
at which entanglement spreads. A revised picture will
be presented in Ref. [80]. This revised picture implies
that, whenever there is some nonzero density of bottle-
necks with arbitrarily small rates, entanglement cannot
grow with a sustained nonzero velocity, but always grows
sub-ballistically. A brief sketch of the argument [80] is as
follows: the inequalities derived in Ref. [79] imply that
the entanglement entropy across a cut at distance L from
a bottleneck exceeds the entanglement across the bottle-
neck by at most log(q)L, where q is the local Hilbert space
dimension. Thus, for a given cut, if there is a bottleneck
with rate Γ at a distance L from the cut, the entangle-
ment across the cut is bounded by S ≤ log(q)L + Γt.
It follows that if there is some nonzero density of bot-
tlenecks with rate . Γ0, the asymptotic entanglement
velocity must be less than Γ0. In the thermal Griffiths
regime, there is a power-law distribution of rates over

bottlenecks, P (Γ < Γ0) ∼ Γ
1/z
0 at small rates; thus, en-

tanglement asymptotically grows as

S(t) ∼ t1/(1+z), (8)

assuming that the inequality is saturated3.
Operator dynamics.—Although fully entangling two

thermal regions of size L across a bottleneck requires one
to in some sense move of order L units of information
across the cut, correlations can in principle spread faster
[79, 80]. For example, the hopping of a single particle
across a weak link between two thermal regions of size
L can increase the end-to-end density correlations by of
order (1/L). Thus, the spreading of correlations (and
thus the “light cone”) inside the Griffiths phase should be
parametrically faster than the growth of entanglement.
Nevertheless, even the spread of correlations at time t is
limited by bottlenecks that are insulating on times & t.

3 In the simplest version of the Griffiths picture, which we have
considered here, z is the same for entanglement and transport.
However, there might be refinements of the Griffiths scenario in
which these exponents are different.
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Thus, when we are near enough to the MBL transition so
that z > 1, the “light-cone” growth is also sub-ballistic,
and over a time t the distance over which correlations
have spread is ∼ t1/z. It seems plausible that the rate of
light-cone spread coincides with the rate of growth of the
region in which out-of-time-ordered correlators are large;
the latter have recently been explored by various authors
in the MBL context [81–84]. In Ref. [78] it is remarked
that these rates are the same for clean chaotic systems,
but it is not clear at present if they remain the same in
strongly disordered systems.

Light-cone bound and the decay of typical autocorrela-
tion functions.—From the above arguments, we see that
(provided the dynamical exponent z > 1) information
that starts out at a particular point in the system can
spread out over a distance . t1/z in a time t (this is
given by the light-cone bound above). A generic autocor-
relation function is bounded from below by 1/N , where
N is the size of the Hilbert space of the system. Thus,
the most a generic autocorrelation function can decay in
time t is given by exp(−const.× t1/z), i.e., as a stretched
exponential in time. (Contrast this with the power-law
decay of autocorrelations of conserved densities, as dis-
cussed above, which are bounded from below by the in-
verse volume of the system.) This would correspond to
complete dephasing in the region over which correlations
have spread. In systems with global conservation laws,
generic correlation functions will not saturate this bound,
instead decaying as power laws. Whether this bound is
saturated in Floquet systems with no conservation laws,
or whether a tighter bound (using the possibly slower
entanglement velocity) can be derived in general, is cur-
rently an open question.

F. Numerical evidence

We now discuss some of the numerical evidence for
the arguments presented above (see also Ref. [85] for
a more detailed review). These numerical studies are
based on studying one-dimensional models using various
techniques, including exact diagonalization (ED) tech-
niques and dynamic matrix product state (MPS) related
methods. The model that has primarily been inves-
tigated is the spin-1/2 XXZ chain with random mag-
netic fields in one fixed direction (usually denoted by z):

H =
∑
i hiŜ

z
i +

∑
i JŜ

x
i Ŝ

x
i+1 + JŜyi Ŝ

y
i+1 + JzŜ

z
i Ŝ

z
i+1. In

d = 1, one may also think of this system as a model
of fermions or hard-core bosons on a lattice [86], with
the magnetic fields acting as local chemical potentials,
in-plane (x − y) spin interactions corresponding to par-
ticle hopping, and out-of-plane (z) spin interaction cor-
responding to nearest-neighbor density-density interac-
tions. Following the early work by Žnidarič, et al. [36],
the magnetic fields are typically chosen to be distributed
uniformly between [−W,W ] with W characterizing the
strength of the disorder. The total magnetization in the
z-direction (equivalent to the total particle number) is

conserved and most studies choose to focus on the total
spin sector

∑
i Ŝ

z
i = 0 since the effect of interactions is

maximized in this part of the Hilbert space. This model
has the special feature that when the random field is set
to zero (W = 0) it becomes an integrable system. This
gives the model nongeneric behavior for weak random
fields. Diffusion in the clean-system limit can be restored
by adding next-nearest neighbor interactions [87], at the
cost of exacerbating finite-size effects.

Slow relaxation of autocorrelation functions was
pointed out in Ref. [88]; subsequently, subdiffusive be-
havior was noted by Bar Lev, et al. [61] and Agarwal,
et al. [59]. The latter work further presented evidence
for the power-law frequency dependence of the conduc-
tivity and its broad distribution, and together with the
early versions of Ref. [58], provided the interpretation of
these results in terms of Griffiths physics. These numer-
ical studies, as well as subsequent work using exact di-
agonalization [89, 90], and approximate memory-matrix
approaches [91] found anomalous diffusion at essentially
all values of disorder. (In Ref. [59] an approximate value
for the transition to diffusive behavior was estimated us-
ing finite-size scaling.) Subdiffusive behavior in the limit
of weak disorder is unexpected from the point of view of
Griffiths physics, as localized inclusions should become
parametrically rare or altogether absent for sufficiently
weak disorder.

A resolution to this issue was recently provided in the
work of Žnidarič, et al. [62], who were able to explore
much larger system sizes by an elegant application of ma-
trix product operator techniques. This work considers a
finite XXZ spin chain, initially prepared in a fully mixed
infinite temperature state, that is connected to simple
baths at different magnetic fields at its two ends, such
that in this system’s nonequilibrium steady state there is
(a) a spin density gradient and (b) a spin current along
the chain. The dynamics of the full system plus bath can
be described by a quantum master equation in Lindblad
form [92, 93]. Crucially, the steady state density matrix
subject to the boundary driving terms is expected to be
locally close to thermal so that it can be efficiently de-
scribed as a low-rank matrix product operator, and can
therefore be computed using a matrix product operator
(MPO) based method [94, 95]. This method yields both
a diffusive regime at weak disorder and a subdiffusive
regime at stronger disorder, as expected. The bound-
ary between these two regimes is at quite weak disorder
compared to that at the MBL phase transition. Could
this small diffusive regime be a feature that is due to the
system being integrable at zero disorder? It will be in-
teresting to see if this behavior is substantially different
for models that are strongly nonintegrable at zero disor-
der. Another interesting follow-up on this work will be
to look at models where the field is quasiperiodic [66, 96]
instead of random. Nonrandom quasiperiodic models
should not have Griffiths rare regions so may remain dif-
fusive throughout the thermal phase, or at least to much
closer to the MBL phase transition.
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III. GRIFFITHS EFFECTS IN THE MBL PHASE

We now turn to the MBL side of the transition, and
explore the dynamical effects of locally thermal inclu-
sions. This topic is more subtle than that of MBL in-
clusions in the thermal phase: a locally thermal inclu-
sion “infects” its MBL surroundings, thus thermalizing
them, but the details and extent of this process are not
fully understood. The earliest discussion of this topic
was in a paper on classical spin chains [12]; it was ar-
gued that in the classical limit even small locally chaotic
islands infect the entire system and thus inevitably re-
store transport. As noted in Ref. [12], this argument
does not directly apply to quantum systems: in these,
the chaotic islands have a discrete level spacing, which
in principle can “cut off” their ability to infect other de-
grees of freedom. In one dimensional quantum systems
with short-range interactions it is now clear that MBL is
stable against such thermal inclusions at strong enough
randomness [63]. The situation in higher dimensional
systems, or one-dimensional systems with longer-range
interactions [97, 98], is not clear at present, as we shall
see.

We will focus here on rare regions that are internally
thermal; however, these are only one type of dynamically
relevant rare region in the MBL phase. Because the dy-
namics in the MBL phase are exponentially sensitive to
localization length, even inclusions that are slightly less
(or more) localized than typical regions can dominate
typical regions in response [41]. These “same-phase” rare
regions—which may be dominant deep inside the MBL
phase—are outside the scope of this review.

A. Implications for response

We now review the behavior of a single thermal in-
clusion in the MBL phase (Fig. 3), following the same
logic as Sec. II A. Once again, the Hamiltonian can be
separated into terms that act inside the inclusion (which
extends to radius R0), outside the inclusion, and across
the boundary. The MBL region (now the outside re-
gion) is described by the Hamiltonian of local integrals

of motion (or l-bits) Ĥ =
∑
i hiτ̂

z
i +

∑
ij Jij τ̂

z
i τ̂

z
j + . . ..

A maximally simple model for the thermal inclusion is
as a random matrix; this corresponds to assuming that
transport across the inclusion is effectively instantaneous.
The boundary terms couple l-bits to the inclusion, with
a coupling that decays exponentially with distance from
the inclusion (and also decays, for processes that flip
many l-bits that are not along a nearly straight path,
with the number of l-bits involved). These couplings are,
by construction, the only processes that can flip the l-
bits. Anticipating that the thermal region will be able to
thermalize some spins in the initially MBL region, we in-
troduce the following terminology: the thermal “core” is
the microscopically rare region, whereas the “periphery”
consists of those initially MBL spins that are thermalized

FIG. 3. A rare large thermal inclusion in the MBL phase.
The rare region is the central thermal core. The periphery
are the degrees of freedom that are well entangled with the
core in the system’s eigenstates. The “MBL bulk” remains
localized with only boundary-law eigenstate entanglement.

by the inclusion [41].

The Golden Rule analysis for a finite-sized bath to
thermalize a single two-level system proceeds as fol-
lows [99]: Let us consider the simplest l-bit/bath cou-

pling, which is of the form gτ̂xi Ôi, where τ̂x flips a partic-

ular l-bit. The operator Ôi has matrix elements ∼ 2−R
d
0/2

between any pair of states, where Rd0 is the number of
spin-1/2’s in the inclusion; we have absorbed geometric
factors of order one in to our chosen units of length. For
simplicity, we choose the energy of the thermal inclusion
and the periphery to correspond to infinite temperature,
but the results do not change qualitatively for nonzero fi-
nite temperatures. Thus the l-bit flip strongly mixes bath

levels whenever g2−R
d
0/2 &W2−R

d
0 , whereW is the band-

width of the inclusion. However, g ∼ exp (−R/ζ) typi-
cally falls off exponentially with the distance R between
the l-bit and the thermal inclusion. Thus, at this elemen-
tary level of analysis where we treat each l-bit indepen-

dently, we expect that whenever exp(−R/ζ) & 2−R
d
0/2,

that l-bit will be thermalized by the bath. It was later
argued in Ref. [64] that the peripheral spins thermal-
ized by the bath are absorbed in it and make the bath
stronger by reducing its level spacing. An approximate
analysis of this renormalization led to the conclusion that
a single thermal inclusion can destabilize the entire MBL
state in two dimensions or higher. We will discuss this
scenario later.

We now discuss the effect of thermal inclusions on the
dynamic response in the MBL state assuming, for now,
that the inclusions only generate a finite thermal periph-
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ery, i.e. that the MBL phase is stable to large inclusions.
We will also assume that the inclusion is spatially com-
pact (we will visit the question of fractal inclusions be-
low) and described by random-matrix theory. As noted
earlier, the thermal “core” of the inclusion is assumed
to relax rapidly, and thus does not contribute to con-
ductivity or dissipative response at low frequencies (or,
equivalently, to dynamics at long times). However, the
core of the inclusion is surrounded by a “periphery” of l-
bits that are incorporated into the inclusion as discussed
above. These peripheral l-bits have a broad distribution
of relaxation rates. The slowest relaxation rate is that
of the l-bits at the farthest edges of the periphery, which
relax at a rate that is exponentially small in the total
volume of the core and periphery. When probed at a
low frequency ω, response will be dominated by inclu-
sions for which these slowest l-bits relax at rate ∼ ω, as
these are more common than larger inclusions. For these
inclusions the width of the periphery is only ∼ logω or
less.

The precise nature of this low-frequency contribution
depends on the response function being probed. For the
specific case of the low-frequency conductivity, we note
that the decay of a peripheral l-bit at rate ω involves
moving a charge a distance (ignoring factors of logω)
of order unity at a rate ω. Therefore the conductivity
varies as ω times the density of contributing inclusions.
Other response functions, such as the structure factor,
go as 1/ω for a single inclusion. The density of relevant
inclusions is exponentially small in the volume of their
core. First, we will consider inclusions with a compact
core and assume that the ratio of the volume of the pe-
riphery to the volume of the core remains finite for large
inclusions. In this case the relevant inclusions are then
polynomially rare in ω, i.e., n(ω) ∼ ωg; therefore, this
analysis of compact cores suggests that low-frequency
spectral functions vanish (or diverge) with continuously
varying powers of ω on the MBL side of the transition.
The Griffiths exponent g > 0 is expected to vanish as we
approach the MBL transition and grow large as we go
“deep” in the MBL phase far from the transition. Specif-
ically, the conductivity would go as σ(ω) ∼ ω1+g near
the MBL transition, while the spectral function would
go as S(ω) ∼ ωg−1. This Griffiths power-law competes
with a separate continuously varying power-law due to
many-body resonances [41], which may dominate it deep
in the MBL phase. (Note, however, that generic spec-
tral functions such as the structure factor also have a
zero-frequency “Drude” contribution coming from typi-
cal regions.)

Finally we note that the q-dependence of the struc-
ture factor or conductivity in the MBL phase is weaker
than in the thermal phase. We have so far been implic-
itly considering the response at wavelengths that are long
compared to the size of an inclusion. However, even for
shorter-wavelength modulations (i.e., q � ζ log(W/ω)),
the ω-dependence of the conductivity will remain un-
changed up to logarithmic corrections due to changes in

FIG. 4. Illustration of the possible fractal nature of thermal
inclusions in one dimension [100].

the relevant dipole matrix elements.

B. Fractal inclusions

When one models an inclusion by random-matrix the-
ory, one implicitly throws out information about its spa-
tial structure. Spatial structure only enters through the
fall-off of l-bit couplings. This observation means that,
provided the random-matrix picture is appropriate for
fractal inclusions, these are in fact the dominant source of
low-frequency response. The reasoning is as follows [100]:
Consider a system that contains two thermal (T) regions
that are separated by a sufficiently thin insulating (I) typ-
ical region (which is a small enough fraction of the size
of the thermal regions). Evidently the insulating region
will be thermalized. Now we can iterate this argument,
supposing that each thermal segment itself has the same
“TIT” structure, as illustrated in Fig. 4. The endpoint
of this argument is that the most probable thermal inclu-
sion of a certain size is one in which the microscopically
“thermal” (and therefore rare) core is a vanishing frac-
tion, occupying a fractal network of fractal dimension
df < d. If the Golden-Rule arguments above apply to
such inclusions, it follows that the probability cost of an

inclusion goes only as pL
df

, where L is the linear size of
the inclusion; in one dimension the density of such in-
clusions thus decreases slower than a power law of their
relaxation frequency ω. This then effectively sets the
Griffiths exponent to g = 0 (up to logarithms). This
conclusion (like that in Sec. III C) follows naturally from
the random-matrix assumption, but the assumption it-
self (and the associated neglect of spatial information)
appears particularly questionable for a fractal inclusion.

We briefly discuss the implications of this “fractal-
inclusion” scenario for response. A generic spectral func-
tion in the MBL phase (i.e., one that has a Drude
peak, such as the structure factor) would then go as
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∼ (1/ω) exp[−c(log(W/ω))df ]. Meanwhile, the low-
frequency conductivity in the MBL phase goes as σ(ω) ∼
ω exp[−c(log(W/ω))df ]. We note that (depending on df
and the available dynamical range) this dependence can
be hard to distinguish from a power law in small-system
numerics.

C. Potential instability of MBL to thermal
inclusions

We now revisit the fate of a single thermal inclusion
in an MBL phase without assuming that the periphery
around it is finite. We will review the arguments used
in Ref. [64] that lead to the conclusion that MBL is
unstable in dimensions d > 1. We emphasize that this
conclusion rests on an approximate treatment and we
indeed raise several possible critiques of the analysis, at
the end of this section, that may invalidate its conclusion.

We first examine how the bath changes by thermal-
izing the first peripheral spin. Let this spin have a
Hamiltonian Hs = ω1τ̂

z
1 . Before the boundary couplings

are included, we can describe the 2R
d
0+1 energy levels of

the core plus this one peripheral spin as product states:
|ψ〉0 = |±〉l−bit|n〉core. In what follows we shall drop the
subscripts. When the boundary couplings are included,
states (of the full system of Rd0 + 1 spins) that are reso-
nant to within the l-bit’s Golden Rule linewidth ∼ g2/W
hybridize; note we are assuming the l-bit-flip matrix ele-
ment is large compared to the many-body level spacing
of the inclusion. Then the eigenstates at energy |E〉 can
be written in the form:

|E〉 = |+〉
∑
n+

An+
|n+〉+ |−〉

∑
n−

An− |n−〉 , (9)

where the sums over n± runs over (unperturbed) eigen-
states of the thermal inclusion. The amplitudes An± are
significantly nonzero for |E−En± ∓ω1| . g2/W and are
effectively random in sign and magnitude and are of the
order to properly normalize this state. The total weight
in this state is almost exactly equally divided between
the l-bit being up and being down. Thus this l-bit is well
thermalized by the inclusion. We note again that these
arguments apply only when the line-width g2/W is much
larger than the many-body level spacing of the inclusion.

We can now discuss the generic features of the spectral
function of a different operator Ô that acts only on the
original thermal core (that we will later couple to a dif-
ferent peripheral l-bit). This involves computing matrix

elements of the form 〈E|Ô|E′〉 (where |E′〉 also has the

form (9)). Note that Ô does not act directly on the first
peripheral spin, so only terms that are diagonal in the
|±〉 l-bit basis of Eq. (9) contribute:

〈E|Ô|E′〉 =
∑
±

∑
m±,n±

A∗m±
A′n±
〈m±|Ô|n±〉 . (10)

We now make the superficially reasonable assumption
that for a large inclusion the amplitudes and matrix el-
ements that are in this sum (10) are effectively uncorre-
lated random variables4. Then when we evaluate the
mean-square matrix element we obtain |〈E|Ô|E′〉|2 =

|〈m±|Ô|n±〉|2/2. Thus the first peripheral l-bit getting
entangled with and thus “joining” the thermal inclu-
sion has reduced the inclusion’s many-body level spacing
by a factor of 2, but has not affected the Golden Rule
linewidth of other peripheral l-bits coupled to the inclu-
sion. This is in some ways a surprising result, and is
not strictly valid, as pointed out in Ref. [64], although
the corrections they consider (due to the “back-action”
of the peripheral spin on the bath) turn out to be small.
A rough intuitive justification for the result might run
as follows: at short times (compared with the decay rate
of the first peripheral spin) the bath does not feel the
peripheral spin, but the Heisenberg (∼ 1/t) broadening
of the bath spectral lines is large enough that the bath
looks effectively continuous anyway. On long timescales
compared with the decay time of the first peripheral spin,
the bath and peripheral spin are fully entangled, so it is
appropriate to think of the effective size of the bath as
having increased.

De Roeck and Huveneers [64] assume that the spectral
function inside the initial core remains featureless but
increasingly finely spaced as more spins are absorbed.
We shall revisit this assumption below; first, however,
we discuss its implications in d-dimensional systems. At
each distance R from the boundary of the inclusion core,
one must compare the matrix element for flipping an l-

bit—given by exp(−R/ζ)/2cd(R0+R)d/2, with the renor-
malized level spacing of the inclusion plus all closer l-bits,

∼ 2−cd(R0+R)d , where we are assuming the density of l-
bits is one, and the factor cd relates the volume to the ra-
dius of the sphere, e.g. c1 = 2, c2 = π, etc. In one dimen-
sion when ζ < 1/ ln 2, the matrix element falls off faster
with distance, and l-bits far enough from the inclusion are
not thermalized. The boundary of the peripheral region
is then given by R1 = R0ζ ln 2/(1− ζ ln 2). For d > 1, on
the other hand, (or in one dimension with slower falloff
of the interactions) the level spacing is asymptotically
smaller, so that a sufficiently large thermal inclusion ap-
pears, by this simple argument, sufficient to destabilize
the MBL phase. However, even if the MBL phase is un-
stable to thermalization by such rare inclusions, the time

4 When the spectrum of Ô is being probed at frequencies ω .
g2/W , there will be terms in the sum (10) for which |m±〉 and
|n±〉 coincide. These terms involve diagonal rather than off-
diagonal matrix elements of O. The diagonal matrix elements
have a mean value given by ETH, and their fluctuations about
their mean value are uncorrelated random variables on the same
scale as the typical off-diagonal matrix element. One can ex-

plicitly check that the mean values cancel in |〈E|Ô|E′〉|2, leav-
ing only fluctuations. Thus, at this order of analysis, the low-
frequency and high-frequency behavior appear identical.
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scale for this to happen may be so inaccessibly large that
such systems act many-body localized at all accessible
time scales.

The argument sketched above relies heavily on the as-
sumption that the inclusion can be modeled as a random
matrix, and that it remains random-matrix-like even af-
ter “absorbing” l-bits that it thermalizes. Thus there are
various ways that this argument could fail. One possi-
bility is that a pure random matrix might simply be an
unrealistic model of a thermal inclusion, as it neglects
any internal structure of the inclusion. For instance, it
cannot be true that all the matrix elements within a finite
energy window are uncorrelated random numbers: there
are ∼ 2N such eigenstates, but the inclusion’s Hamilto-
nian is typically specified by only ∼ N random numbers.
These correlations are neglected in the random-matrix
approach, but they might change the spectral structure
of the inclusion in qualitative ways. Second, even if the
random matrix assumption is initially valid (so that the
early stages of the iterative construction are valid), it
might eventually break down in the limit when the num-
ber of absorbed degrees of freedom greatly exceeds the
number of degrees of freedom in the bare inclusion. A
third possibility is that although the spectral functions
retain a relatively “flat” form as l-bits are added, the
Golden Rule ceases to apply, because the bath spectrum
has nontrivial higher-order correlations. This could arise,
e.g., because of “spectral diffusion” [101], where a rela-
tively broad spectral lineshape comes about due to the
slow spectral wandering of narrow lines. In the presence
of spectral diffusion, the “true” correlation time of the
bath is much longer than what one would get by Fourier
transforming its spectrum. At the moment, however, it is
unclear whether any of these arguments actually applies.
We emphasize that there is no compelling evidence that
the MBL phase can be fully stable in higher dimensions,
and the numerical evidence on one-dimensional systems
with power-law or stretched-exponential interactions is
also inconclusive.

Although, as argued above and in [97, 98, 102], power-
law long-range interactions can destabilize MBL, there is
a MBL-like phase in the infinite-range quantum random
energy model (QREM) [103, 104]. The relation (if any)
between this MBL-like phase in the QREM and MBL
phases with finite-range interactions is still not clear.

D. Rare regions of the state, many-body mobility
edges

The rare regions we have been considering so far are
rare regions of the quenched disorder, i.e., regions in
which all relevant eigenstates are in the same phase. It
has also been proposed (famously by Basko, et al. [7])
that there is a temperature-tuned (or, more precisely,
energy-density tuned) transition between thermal and lo-
calized eigenstates. This scenario is often called a “many-
body mobility edge.” A many-body mobility edge differs

from a single-particle mobility edge in that the former
occurs at extensive energies (nonzero excitation energy
densities) whereas the latter occurs at intensive ener-
gies. It is clear that many-body mobility edges are in-
compatible with the l-bit phenomenology, as the puta-
tive thermal states in the middle of the spectrum are
evidently not constrained by infinitely many local con-
servation laws. In fact, at present there is no clear
phenomenology of such partially MBL states. How-
ever, it is intuitively clear that such many-body mobil-
ity edges must exist as sharp crossovers if not as true
phase transitions, as most simple criteria for the many-
body (de)localization transition—e.g., the proliferation
of many-body resonances—naturally involve a factor of
the entropy density.

Once again, our focus is on states that are “globally”
in the MBL regime (their total energy puts them on the
MBL side of the putative mobility edge, which for speci-
ficity we take to be at low energies, i.e., “below” the mo-
bility edge). Can such states have local energy density
fluctuations that take them locally across the mobility
edge? It is clear that static fluctuations of this type can-
not exist in a many-body eigenstate: i.e., in an eigenstate
the expectation value of the energy density in any region
has to be at or below the mobility edge. (If it were not,
one could draw a slightly larger region that would still
locally be on the thermal side of the mobility edge, in
which case the energy density would thermalize and thus
be uniform over the slightly larger region, and so on, until
the fluctuation had been “spread out” to the point where
there are no static energy fluctuations across the mobility
edge.) However, dynamic fluctuations are still possible:
the energy density in a region is not a conserved quantity,
so it is consistent for a particular measurement of the in-
stantaneous local energy density to give a result that is
above the mobility edge, so long as the time-averaged lo-
cal energy density is not. If the state is globally MBL,
correlations of the energy density fall off exponentially on
scales beyond the localization length. Thus, the presence
of transient anomalously high-energy regions in a glob-
ally MBL eigenstate would have to be correlated with
that of nearby anomalously low-energy transients.

Keeping this general stability constraint in mind, let
us turn to the arguments of Ref. [65]. This work consid-
ers, as a starting point, a system consisting of mesoscopic
“grains”. In the absence of intergrain couplings, the en-
ergy density of each grain is conserved. It is assumed that
the high-energy (or “hot”) states on each grain are “ther-
mal” (i.e., random-matrix-like) whereas the low-energy
(“cold”) states are “localized”. The eigenstates of this
decoupled-grain problem form a basis for the coupled-
grain problem. Ref. [65] begins with a particular basis
state (consisting of a sufficiently long sequence of hot
grains, in an otherwise cold background) and argues that
even for weak inter-grain coupling, the original basis state
is unstable because it is resonant with another basis state
containing a slightly longer sequence of slightly less hot
grains. Note that the same resonant process can also be
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constructed starting from a basis state in which all the
hot grains are translated by one site. Assuming that this
“spreading” is the dominant resonant process, Ref. [65]
concludes that a resonant, transport-enabling network
exists, whereby a sequence of hot grains can move in an
“inchworm”-like way, by repeatedly expanding and then
contracting with a net translation.

As noted above, the constraint on the absence of static
thermal regions already implies that hot grains in the
initial, uncoupled-grain problem must form resonances
of some kind (in agreement with Ref. [65]). Thus, the in-
stability of hot grains is not in itself a surprise (although
it might well be that Ref. [65] substantially overstates the
associated rates). Moreover, if we expand an uncoupled-
grain eigenstate containing a thermal bubble in terms of
exact eigenstates of the weakly-coupled-grain problem,
essentially all the weight in this superposition must come
from exact eigenstates with local energy density at or be-
low the putative many-body mobility edge. (Weak inter-
grain couplings affect the energy density only weakly.)
Thus there must be some eigenstates below the mobility
edge that have appreciable weight on configurations con-
taining hot bubbles, i.e., it cannot be held that bubble
configurations are mobile only because they have admix-
ture from above the many-body mobility edge. We are
left with the following possibilities:

(i) Typical low-energy eigenstates do in fact delocalize
along the resonant network, so that there are no true
many-body mobility edges, only crossovers. This is the
simplest conclusion and is that drawn by Ref. [65].

(ii) Mobile eigenstates do exist that have weight on
the resonant network, but at low energy densities there
are also eigenstates that avoid all “hot bubble” configu-
rations and therefore remain localized. This scenario in
which localized and delocalized states coexist at the same
energies was ruled out for single-particle localization by
Mott, but Mott’s reasoning might need modification in
the many-body context. Even if this were true, however,
it would not count as a “mobility edge” scenario, since it
implies that delocalized states exist down to the lowest
energies. But it would be a breakdown of the ETH in
that some of the low-energy-density eigenstates are not
thermal.

(iii) Effects beyond the simple resonant-network con-
struction restore localization. Sometimes (as in random-
hopping models, or hopping models with binary disor-
der [105]) naive resonance-counting incorrectly suggests
delocalization. In these problems, some of the resonances
identified by resonance-counting methods are pre-empted
by even stronger resonances. For instance, in the hop-
ping model with binary disorder, faraway initially res-
onant sites acquire self-energy corrections that detune
them from resonance with one another. It is possible
that some analogous effect can successfully pre-empt the
spreading of localized bubbles5. However, it is not clear

5 A specific possibility is that transient bubbles arise as a result of

at present if any such larger-scale effect does succeed in
localizing hot bubbles.

To summarize, there is at present no consensus on
whether these rare regions of the state in fact preclude
many-body mobility edges. On the one hand, a mobility
edge is clearly seen in all extant numerical studies [106],
but this could well be “only” a crossover. On the other
hand, the theoretical construction of Refs. [65] is in some
sense “low-order” and thus not conclusive. Thus, as with
many other open questions concerning MBL, it seems the
question of many-body mobility edges requires further
technical advances to be cleanly answered.

E. Static properties of the MBL Griffiths phase

In this section we briefly summarize various further
implications of the Griffiths effects discussed above for
static quantities in the MBL phase. For specificity (and
to avoid issues related to the potential instability of MBL
in higher-dimensional systems, discussed above) we re-
strict our discussion to one dimension.

Static correlations.—Above, we discussed how rare re-
gions can dominate dynamical response. We now briefly
turn to their potential impact on static, or equal-time
correlation functions in eigenstates of the MBL phase.
We focus on systems with a global conservation law,
and consider the behavior of the associated equal-time
density-density correlation function. In a typical region
of the MBL system, this decays exponentially on a scale
ζ, whereas, in a thermal region of size L, density-density
correlations decay as 1/L [34]. The spatially averaged
density-density correlator at large distances R then be-
haves as exp(−R/ζ) + nL/L, where nL is the density
of inclusions of size & L. Compact inclusions of length
L are exponentially rare in L, thus do not change the
parametric behavior of these static correlation functions
(although they might cause the typical and average local-
ization lengths to differ). However, for fractal inclusions,
nL ∼ exp(−const.×Ldf ), where df is the fractal dimen-
sion. Therefore, disorder-averaged equal-time density-
density correlations should decay as stretched exponen-
tials in this case.

Distribution of l-bit couplings.—In addition, the “l-
bits” inside a thermal inclusion will be spread out over
the entire inclusion. A simple estimate for an inclusion
of size L is that the interaction between any two l-bits
in the inclusion is of order exp(−sL), where s is the en-
tropy density of the inclusion. Deep in the MBL phase
we can assume that sζ � 1, in which case the coupling
between l-bits inside an inclusion of size L greatly exceeds
the coupling between typical l-bits at distance L. In this
regime, the probability density for two l-bits at a distance

rare coincidences of phase [4] amongst independent resonances,
and that they “fragment” (dissipating their energy into a larger
region) faster than they can spread hydrodynamically.
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L to have a coupling exp(−sL) . J . exp(−L/ζ) can be
seen to go as P (J) ∼ J−1 exp[−const. × (logW/J)df ].
There is suggestive recent numerical evidence that the
couplings in the l-bit Hamiltonian are indeed broadly
distributed [107], with the couplings following the form
P (J) ∼ 1/J deep in the MBL phase.

Eigenstate entanglement.—The reasoning above also
has implications for the distribution of entanglement en-
tropy [35] for regions of size L′ in the MBL phase. The
tail of this distribution is sensitive to rare-region effects.
For instance, if ζ � L � L′, the probability of getting
entanglement & L should correspond to the density of
thermal inclusions of size & L. If the dominant thermal
inclusions are compact, this density should be exponen-
tially suppressed in L; however, if the dominant inclu-
sions are fractal, there should be a stretched-exponential
tail to the entanglement entropy distribution.

F. Numerical evidence

A detailed exploration of the power laws seen in con-
ductivity near the MBL transition was presented in
Ref. [41]. In that work, the response of a single Grif-
fiths inclusion was also explored, by choosing the first
four sites of a twelve-site spin chain to have weak dis-
order, thus “imprinting” a thermal inclusion. Because
the length-scales associated with σ(ω) only diverge log-
arithmically with ω, it is possible to go to quite low fre-
quencies before finite-size effects become significant [41].
Some numerical work has also been done (in Ref. [64]) on
a model of single spins coupled to a random matrix with
progressively weaker couplings; this work suggests that
an inclusion that is initially a pure random matrix does
become a better bath as it progressively absorbs spins,
consistent with the theory set out in Ref. [64]. However,
the size of the absorbed “periphery” was smaller than or
comparable to the size of the random-matrix core, so the
asymptotic behavior of a small core that has absorbed a
very large periphery is still untested.

State-dependence.—Recent diagonalization stud-
ies [108–110] of eigenstate entanglement near the MBL
transition found strong state-to-state fluctuations of the
half-chain entanglement entropy. The presence of these
fluctuations suggests that our picture so far, in which
a particular region is either thermal or localized, is not
an accurate description of the physics for the rather
small systems that can be numerically diagonalized.
An interesting conclusion of Ref. [108], supported by
their numerical data, is that the dominant entangling
inclusions near the MBL transition are “sparse” [67]
and unable to fully thermalize their surroundings, and
they are state-dependent. This is rather distinct from
the picture developed in the preceding discussion, but
the regime being studied is more the finite-size critical
regime rather than the Griffiths regimes of the two
phases. It is also unclear to what extent the results in
Ref. [108] extend to large systems (at the system sizes

that paper studies, the correlation length is clearly not
in its asymptotic regime [111]).

IV. RELATION TO THEORIES OF THE MBL
TRANSITION

In the previous sections we have seen that response
on both sides of the MBL transition is dominated by
regions that are locally in the other phase. This pic-
ture of the near-transition dynamics suggests that the
transition itself may have the following structure: at
each length (or time) scale the critical state is highly
inhomogeneous, consisting of thermal and localized re-
gions. As one coarse-grains, certain formerly insulating
regions become thermal (because they are “infected” by
nearby thermal regions) and some formerly thermal re-
gions become insulating (because their many-body level
spacing becomes large compared with the running fre-
quency scale). In the asymptotically thermal (MBL)
phase, coarse-graining makes the system increasingly
thermal (localized); at the critical point, the distribu-
tion of thermal and localized regions is self-similar under
coarse-graining (but with the localized regions predomi-
nating [58, 67]). Thus, the construction of the MBL crit-
ical point is similar to an iterated version of the Griffiths
analyses we have gone through here. This is the basic
idea underlying the strong-randomness renormalization-
group treatments of the MBL transition [58, 67, 100].

V. CONCLUDING REMARKS

Here we have reviewed what is currently believed about
the influence of rare regions on dynamics near the many-
body localization transition, on both sides of the transi-
tion. The qualitative behavior of transport on the ther-
mal side of the transition at least is mostly settled: both
Griffiths estimates [58, 59] and large-system numerical
approaches [62] indicate that there is a diffusive regime at
weak disorder as well as a subdiffusive regime at stronger
disorder. However, various questions, concerning the
growth of entanglement and the typical behavior of cor-
relation functions in one dimension, are still somewhat
poorly understood. Moreover, although we expect no
subdiffusive regime in higher-dimensional systems (see
however, Ref. [112]), in one-dimensional systems with in-
teractions that fall off sub-exponentially with distance,
or systems with quasiperiodic potentials, there is no clear
numerical evidence either way for such systems.

The effect of rare thermal regions in the MBL phase
is, by contrast, much more poorly understood. The cen-
tral open problem is understanding the effects of a sin-
gle thermal inclusion in the MBL phase as a function
of its size and other properties. At the simplest level
of analysis (in which a thermal inclusion is treated as
a random-matrix, and its influence on the MBL bulk
is described in terms of Golden Rule estimates [64]) it
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seems that the effects of a single thermal inclusion can
be so far-reaching as to preclude a stable MBL phase
in systems in higher than one dimension, in the pres-
ence of quenched randomness. However, this analysis—
in common with works that map the MBL problem onto
a Bethe lattice hopping problem—ignores all correlations
between matrix elements, and it is possible that such cor-
relation effects could ultimately restore localization. If,
however, this nonperturbative instability really exists, it
seems that various aspects of MBL phenomenology, such
as the possibility of localization in higher-dimensions or
with long-range interactions, or the existence of contin-
uous thermally averaged local spectral functions in the
MBL phase (the so-called “weak MBL” regime [99]) can
only be realized in systems without quenched random-
ness, such as quasiperiodic systems.
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