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Abstract

The symmetricK user interference channel with fully connected topologycassidered, in whichi@a) each
receiver suffers interference from all oth& — 1 transmitters, andb) each transmitter has causal and noiseless
feedback from its respective receiver. The number of géimethdegrees of freedonDgF) is characterized in terms
of a, where the interference-to-noise ratidlR) is given byINR = SNR®. It is shown that the per-us&oF of this
network is the same as that of tBeuser interference channel with feedback, exceptofet 1, for which existence
of feedback does not help in terms BloF. The coding scheme proposed for this network, termed catiper
interference alignment, is based on two key ingredientsjehg interference alignment and interference decoding.
Moreover, an approximate characterization is providedtersymmetric feedback capacity of the network, when the
SNR andINR are far apart from each other.

I. INTRODUCTION

Wireless networks with multiple pairs of transceivers atgtegcommon in modern communications, notable
examples being wireless local area networks (WLANSs) anduleel networks. Multiple independent flows of
information share a common medium in such multiple unicastless networks. The broadcast and superposition
nature of the wireless medium introduces complex signarautions between multiple competing flows. In contrast
to the point-to-point wireless channel, where a noisy wersof a single transmitted signal is received at a
given receiver, a combination of various wireless signas @bserved at receivers in multiple unicast systems.
In such scenarios, each decoder has to to deal with all ertedf signals in order to decode its intended message.
Managing such interfering signals in a multi-user netwarkailong standing and fundamental problem in wireless

communication.

The work was supported in part by the Air Force Office of SdfienResearch under MURI Grant FA9550-09-1-0643, and in pgrthe
DTRA under Grant HDTRA-07-1-0037.
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The simplest example in this category is theiser interference channel [1], in which two transmitteighw
independent messages are attempting to communicate withréspective receivers over the wireless transmission
medium. Even for this simple-user network, the complete information-theoretic cht@zation has been open
for several decades. To study more general networks, teeseclear need for a deep understanding and perhaps
develop novel interference management techniques.

Although the exact characterization of the capacity regbrthe 2-user Gaussian interference channel is still
unknown, several inner and outer bounds are known. Thesedsoare very useful in the sense of providing an
approximate characterization when there exists a guagamtehe gap between them. This approach has resulted in
an approximate characterization, within one bit, by Etkise, and Wang in [2] as well as Telatar and Tse in [3].
This characterization includes upper bounds for the cépatithe network, as well as encoding/decoding strategies
based on Han-Kobayashi scheme [1], which perform close tomah Moreover, it has been shown that the gap
between the fundamental information-theoretic boundswahdt can be achieved using the proposed schemes is
provably small. Therefore, the capacity can be approxithatighin a narrow range, although the exact region is
still unknown.

A similar approximate characterization (with a larger gég)this problem is developed in [4], in which both
coding scheme and bounding techniques are devised by stuthe problem under théeterministicmodel. This
framework, introduced by Avestimehr, Diggavi, and Tse ijy fbcuses on complex signal interactions in a wireless
network by ignoring the randomness of the noise. Receritlyas been successfully applied to several problems,
providing valuable insights for the more practically relat Gaussian problems.

Several interference management techniques have beeasgfor operating over more complex interference
networks. Completely or partially decoding and removintgiference (interference suppression) when it is strong
and treating it as noise when it is weak are perhaps the masiywised schemes. More sophisticated schemes such
as interference alignment [6], [7], and interference rediziation [8], [9] have been proposed recently. However, it
still remains to be seen whether the capacity of generafference networks can be achieved with any combination
of these techniques.

It has been shown that feedback does not increase the capégibint-to-point discrete memoryless channels
[10]. However, feedback is beneficial in improving the cafyaregions of more complex networks (see [11] and
references therein). The effects of feedback on the cgpeaifion of the interference channel have been studied
in several papers. Feedback coding schemedifarser Gaussian interference networks have been develgped b
Kramer in [12]. Outer bounds for th&-user interference channel with generalized feedback baea derived in
[13] and [14]. The entire feedback capacity region of2heser Gaussian interference channel has been characterized
within a 2 bit gap by Suh and Tse in [15]. Perhaps, the most interestiniggb the result of [15] is the multiplicative
gain provided by feedback at high signal-to-noise raiNK). The gap between the capacity of the channel with
and without feedback can be arbitrarily large for certaiarutel parameters. The key technique here is to use the
feedback links to create an artificial path from each trattemio its respective receiver through the other nodes in

the network. For instance, the message intendedfey, can be sent either through the direct lifikk; — Rx;,

November 1, 2011 DRAFT



or the cyclic pathT'x; — Rxs — Txs — Rx;. In particular, the advantage of such artificial paths carlbarly
understood when the cross links are much stronger thanhbaditect links (e.g., the strong interference regime).
This observation becomes very natural by studying the prohinder the deterministic framework.

The first extension of [15] to a multi-user setting is tReuser cyclic interference channel with feedback, where
each receiver’s signal is interfered with only one of itsgidioring transmitters, in a cyclic fashion. The effect of
feedback on the capacity region of this network is addressElb]. It is shown that although feedback improves the
symmetric capacity of thé(-user interference channel, the improvement in symmesagacity per user vanishes
as K grows. The intuitive reason behind this result is that thefigoiration of the network allows only one cyclic
path, which has to be shared between all pair of transceifdrs amount of information that can be conveyed
through this path does not scale wilf), and therefore the gain for each user scales inverse lnedtth K.

In another extreme, each transmit signal may be corruptealllifie other signals transmitted by the other base
stations. This model is appropriate for a network with dgnkecated nodes, where everyone hears everyone else.
This network, which we calthe fully connecteds-user interference chann€FC-I1C), is another generalization of
the 2-user interference channel. Fig. | shows the fully conree¢® with feedback for' = 3 users. In this paper,
we study the FC-IC network with feedback, and for simplicitie consider a symmetric network topology, where
all the direct links (from each transmitter to its respeetigceiver) have the same gain, and similarly, the gain of all
cross (interfering) links are identical. The same probleithout feedback has been studied by Jafar and Vishwanath
in [17], where the number of symmetric degrees of freedonmé&acterized. In this paper, the impact of feedback is
studied for theK -user FC-IC. The main contribution of this paper is to shoat fieedback can arbitrarily improve
the performance of the network, and in contrast to the cys@ise [16], itdoes scalevith the number of users in
the systems. In particular, except for the intermediaterfatence regime where the signal-to-noise ratio is equal
to the interference-to-noise ratiSNR = INR), the effect of interference fromfk’ — 1 users is as if there were only
one interfering transmitter in the network. This is analagto the result of [7], where it is shown that the number
of per-user degrees of freedom of theuser fading interference channel, is the same as if there way 2 users
in the network.

In order to get the maximal benefit of feedback, we propose \&lnencoding scheme, called cooperative
interference alignment, which combines two well-knowreiférence management techniques, namely, interference
alignment and interference decoding. More precisely, tieding at the transmitters is such that all the interfering
signals are aligned at each receiver. However, a fundamdiff@rence between our approach and the standard
interference alignment approach is that we need to decdddenence to be able to to remove it from the received
signal, while the aligned interference is usually suppdse standard approaches. A challenge here, which makes
this problem fundamentally different from thieuser inference channel, is that the interference is a coation
of (K — 1) interfering messages, and decoding all of them inducest ¢inunds on the rate of the interfering
messages. However, each transmitter does not need to datiatie interfering messages individually, instead,
upon receiving feedback, it only decodes the combinatiothefn that corrupts the intended signal is of interest.

To this end, we propose using a common structured code, wiastthe property that the summation of codewords
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(a) A cellular interference network. (b) Interference network with feedback.

Fig. 1. A cellular network with three base stations and thol@nts in (a), simplified and modelled as the network in (b).

of different users is still another codeword from the samdetmok. Lattice codes [18] are a suitable choice to
satisfy this desired property. This idea is similar to thegdiin [19] and [20].

The rest of this paper is organized as follows. First, we flynpresent the model, introduce notation, and state
the problem in Section II. The main result of the paper is @né=d in Section Ill. Before proving the result for the
Gaussian network, we study the problem under the deterticim®odel in Section 1V, where we characterize the
exact feedback capacity of the deterministic network. Basethe insight and intuition obtained by analysis of the
deterministic network, we present the converse proof aadttiiling scheme for the Gaussian network in Sections V
and VI, respectively. Having the approximate feedback cipaf the network, we derive the generalized degrees
of freedom with feedback in Section VII, and finally, conatuthe paper in Section VIII. In order to make the

paper easily readable, some of the technical proofs ar@@astl to the appendices.

Il. PROBLEM STATEMENT

In this work we consider a network with™ pairs of transmitter/receivers. Each transmifiet;, has a message
Wy, that it wishes to send to its respective receiRet;,. The signal transmitted by each transmitter is corrupted by
the interfering signals sent by other transmitters, andived at the receiver. This can be mathematically modelled

as

Yi(t) = VSNRX(t) + i VINRX, () + Zx(t), (1)
i=1
i#k
where X}, and Y}, are the signals transmitted and receivedy, and Rx;, respectively, andZ, ~ N(0,1) is
an additive white Gaussian noise. All transmitting powets @onstrained td, i.e., E[X?] <1, fork=1,..., K.
We assume a symmetric network, where all the cross links tressame gainllR), and the gains of the all the
direct link (SNR) are identical.
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There is a perfect feedback link from each receiver to itpeetive transmitter. Hence, at each time instance, each
transmitter generates each transmitting signal basedsoowmih message as well as the output sequence observed

at its receiver over the past time instances, i.e.,

Xt = freWie, Yir, Yaz, .., Yigo1) = frue(We, Y, (2
where we use shorthand notatiib’;j\‘1 = (Yk1, Yo, ..., Yi—1)) to indicate the output sequence observeiRa,
up to timet — 1.

A rate tuple(Ri, R, ..., Ri) is called achievable if there exists a family of codebookthvlock lengthT

with proper power and corresponding encoding/decodingtfans such that the average decoding error probability
tends to zero for all users dsincreases. We denote the set of all achievable rate tupleg.by the high signal to
noise ratio regime, the performance of wireless networkseaasured in terms of the number of degrees of freedom,
that is the pre-log factor in the expression of the capacitieims ofSNR. We consider the generalized degrees of
freedom GDoF) for this network in the presence of feedback. Since the Iprobs parametrized in terms of two
growing factors, namelgNR andINR, we use the standard parametefas in [2] and [17]) to capture the growth

rate ofINR in terms ofSNR. More formally, we define

log INR
= 3
= JogSNR’ 3)
and theper-usergeneralized degrees of freedom as
K
Ry (SNR,
d(a) = 1 fimsup " Rex 21 Be(SNR, ) @

SNR—00 1log SNR
It is worth mentioning that the half factor appears in theatemator since we are dealing with real signals. Our

primary goal is to characterize the generalized degreeseefibm of theK -user interference channel with output
feedback.

As mentioned earlier, th&DoF characterizes the performance of the network in the asyimf®R regime.
However, in order to study practical networks, capacity ma@e accurate measure to capture the performance. In

order to consider such a high resolution analysis, we defiaesymmetric capacity of the network, that is

Reymm = max R.
(R,...,R)EZ

In this work we are interested in characteriziRg,., for the K -user interference channel with feedback. Although
finding the exact symmetric capacity is extremely difficule make progress on this problem, and approximately
characterize the capacity when thRR andINR are not close to each other, that is wheifdefined in (3)) is not
equal tol. To this end, we derive outer bounds and propose coding sehéon the network, and show that the
gap between the achievable rate and the outer bound is adometly of K, the number of users in the network,
and is independent &NR andINR.

IIl. MAIN RESULTS

In this section we present the main results of this paper.fifsietheorem characterizes the generalized degrees
of freedom of theK-user FC-IC with feedback.
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Theorem 1. For the K-user fully connected interference channel (FC-IC) wittipot feedback, the per-us&DoF
is given by
1-5 a<1 (weak interference)
a=1 (5)

a > 1 (strong interference)

dFB (Oé) =

R x|

In order to demonstrate the benefit gained by output feedbaekpresent the following theorem from [17],
which characterizes th@6DoF for the FC-IC without feedback.

Theorem 2 ( [17], Theorem 3.1) The per-userGDoF for the K-user interference channel without feedback is

given by
l—-a 0<a< % (noisy interference)
a 3 < o < 2 (weak interference)
1-3 %oz < 1 (moderate weak interference)

(6)

dnorB(Qr) = .

(%

1 < a < 2 (strong interference)

=Nl x|

a > 2 (very strong interference).

The generalized degrees of freedom of #hiieuser interference channel with/without feedback aresitlated in
Figure 2. As derived in [17], th&DoF for the K-user no feedback case, is similar to thaRaiser case [2], except
for a = 1. Similarly, here we show that for the channel with feedbdhk,GDoF for the K-user case is the same
as that of the2-user channel [15], except fer = 1. At this particular point, the wholé by K network behaves

as a singular network, and the availaBbleF = 1 has to be shared betweén users.

d(c) A

1

win

N[

s C-user/ w. FB

— K-user/ no FB

2y

Fig. 2. The per-user generalized degrees of freedom fortheser interference channel.
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The following theorem characterizes the approximate dgpa€the channel for arbitrary signal-to-noise ratio.

Theorem 3. The symmetric capacity of theK user interference channel with feedback with# 1 can be

approximated by

1 1 SNR
Coym = Zlog(l—i—SNR—i—lNR)—i—Zlog (1+m) . @)

More precisely, the symmetric capacity is upper bounde@®fy, < Csym + % + % log K. Moreover, there exists

a coding scheme that can support any rate satisfyfign < Csym — ilog 2K3.

IV. THE DETERMINISTIC MODEL

In this section we study the problem of interest in a deteisticyframework introduced in [5]. The key point
in this model is to focus on signal interactions instead ef éldditive noise, and obtain insight about both coding
schemes and outer bounds for the original problem.

The intuition behind this approach is that the noise is mledeby a deterministic operation on the received
signal which splits the received signal into a completelgless part and a completely noiseless part. The part of
the received signal below the noise level is completely assekince it is corrupted by noise. However, the part
above the noise level is assumed to be not affected by notbeambe used to retrieve information.

Let p be any prime number arifl be the finite field over the séb, 1,...,p—1} with sum and product operations

modulop. Moreover, define
n = |log,SNR| and m = [log, INR].

Each received signal can be mapped into-ary stream. LetX;, € F? andY), € F¢ be thep-ary expansion of the
transmit and received signal by uderrespectively, wherg = max{m,n}. The shift linear deterministic channel
model for this network can be written as
Vi =DT"Xp+ Y DX, (8)
ik

where all the operations are performed modguldiere, D is the shift matrix, defined as

0 00 -« 0 0
100 -~ 00
D=10 10 -~ 0 0
000 - 10
- - gXq

The following theorem characterizes the symmetric capatfitthe deterministic network introduced above. In

the rest of this section, we prove this theorem by first degvan upper bound on the symmetric capacity, and then

lindeed our result is stronger than the statement of Theorémti8e sense that we prove that the sum-capacity of the ehavith feedback is
approximatelyX Rsym. However, since our focus in this work is on a symmetric togg) we present the result in terms of per-user symmetric
capacity.
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proposing coding schemes for different interference reginThe ideas arising in this section will be later used

when we focus on the Gaussian network in Sections VI and V.

Theorem 4. The symmetric feedback capacity of the linear determiistiuser fully connected interference channel

with parameters: andm is given by

n— 5 n>m (weak interference)
Rsym — % m=n, (9)
7 n < m (strong interference)

Remark 1. From the rate expression in Theorem 4 one can easily seelibatdrmalized feedback capacity of the

channel under the linear deterministic model is given by

-5 (%) %<1,
n K n
(7)) R

which is analogous to th&€DoF expression in Theorem 1, by noting thafn is analogous tax for the Gaussian

setting.

A. Encoding Scheme

In the following we present a transmission scheme that céueae the rate claimed in Theorem 4. We first
demonstrate the proposed scheme in two examples with speeifameters, through which the basic ideas and
intuitions are transparent. Although generalization &f pnoposed coding strategy for arbitraryandm is straight-
forward, we present the scheme and its analysis in Appendix gake of completeness.

a) Weak Interference Reginie: < n): The goal is to achievék,,,, = n — 3 bits per user. We propose an
encoding that operates on a block of lengthThe basic idea can be seen from Fig. 3, wherein the codingnseh
is demonstrated fon = 3 andm = 2.

For these specific parameters, we h&ke,, = 2. As it is shown in Fig. 3, the proposed coding scheme is able to
convey four intended symbols from each transmitter to ispeetive receiver in two channel uses. The information
symbols intended foRx; are denoted byiy, as, as, ay. Each transmitter sends three fresh symbols in its first
channel use. Receivers get one interference-free symhalfvéeo more equations, including their intended symbol
as well as interference. The output signals are sent to #msrmitters over the feedback link, in order to be used
for the next transmission. In the second channel use, eanbrtritter forwards the interfering parts of its received
feedback on its top two levels. The lowest level will be usedransmit the remaining fresh symbol.

Now, consider the received signalsRik; in two channel uses. It has receivedinearly independent equations,
involving 8 variables, which seems to be unsolvable at first glance. Mexweve do not need to decode, bs, c1,

andco, individually. Instead, we can solve the system of lineae@fiations iy, as, as, as, (b1 +c¢1), and(ba+c2),
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which can be solved for the intended variables. Hence, aiper+tate o2 symbols/channel-use is achievable with

feedback.

T=2 T=1 T=1 T=2

(bi+ec1) ar ar (b1 +c1)

(ba +c2) a2 as + (b1 + 1) 2a1 + (b1 + ¢1) + (ba + ¢2)
ay as as + (b2 + c2) 2a2 + ag + (b2 + ¢2)

(al + Cl) b1 b1 (a1 + Cl)

(a2+02) bo b2+(CL1 +01) 2b1—|—(a1 +cl)+(a2+02)
by b3 bs + (a2 + 02) 2by + by + ((J,Q + 62)

(ap +b1) < € (a1 +b1)

(CLQ + bg) Co Co + ((11 + bl) 2c1 + (a1 + b1) + (ag + bg)
c4 c3 cs + (ag + ba) 2¢o + ¢4 + (az + b2)

Fig. 3. Coding scheme for the linear deterministic modelhia weak interference regime, fé&f = 3, n = 3, andm = 2.

b) Strong Interference Regin{e: > n): In this section we present an encoding scheme which can suppo
a symmetric rate ofR,,.,, = 7. Again we focus on specific parametefs,= 2 and m = 3, which implies
Reym = 3/2.

As shown in Fig. 4, the proposed coding strategy delivemsetlimtended symbols to each receiver in two channel
uses. In the first channel use, each transmitter sends &k ymbols to its respective receiver. However, due to
the strong interference, receivers are not able to decog@ant of their intended symbols, and can only send their
received signals to their respective transmitters thrahghfeedback links. Each transmitter then removes its own
contribution from the received signal, and forwards theamrimg over the second channel use. Similar to the weak
interference regime, at the end of the transmission eactiverchass equations, involving three intended symbols
(a1, as andag for Rxy), and three interfering symbol$,(+ ¢1, bs + c2, andbs + ¢3 for Rx;), which can be
solved. Note that the system of linear equations might ndirtearly independent, depending pf the field size.

In particular, for these specific parameters, operatinfpénttinary field p = 2), the coefficient oz becomes zero,
and thereforei; cannot be decoded from the received equations. Howgwvsran arbitrary parameter, which can
be carefully chosen to provide a full-rank coefficient matiiherefore, a per-user rate ®f2 symbols/channel-use
is achieved with feedback.

¢) Moderate Interference Reginie: = n): As discussed in the outer bound argument, the capacity désrve
discontinuous ain = n. A trivial encoding scheme to achieve rafgy,, = n/K is to perform time-sharing over
K blocks: in blockk only Tx;, transmits its message at ral®, = n while all the transmitters keep silent. Note

that this coding scheme does not get any benefit from the &édink.
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T=2

,,,,,,

(b1 +c1)
(b2 + c2)
(b3 + c3)

(a1 + 1)
(a2 + c2)
(as +c3)

(CL1 + bl)
(a2 + b2)
(as + b3)

by
bo
b3

C1
C2
C3

' T=1 T=2

(b1 + 1) 2a1 + (b1 + 1)
Tx; a1 + (bz + Cz) 2a9 + (bz + 02)
as + (bg + 03) 2a3 + (bB + 03)

i,
(a1 4+ 1) 2b1 + (a1 + 1)
Tx, b1+ (a2 +c2)  2by + (az + ¢2)
by + ((lg =+ 03) 2b3 + (CL3 + Cg)

i,
(a1 + bl) 261 + (a1 + bl)
Txs c1+ (a2 +b2)  2¢o + (ag + ba)
co + (az +b3)  2c3+ (az + b3)

Fig. 4. Coding scheme for the linear deterministic modelhi@ $trong interference regime, féf = 3, n = 2, andm = 3.

B. Outer Bound

10

In this section we derive an outer bound on the symmetriclfaekl capacity of the fully-connected interference

channel. Assume there exists an encoding scheme with béraH 7", which can reliably convey messages of

each transmitter to its intended receiver. We begin withfthlewing chain of inequalities:

H(W1) + H(Wz2) = H(Wy, Wa| W3, ...

November 1, 2011

< HWy, Wo, YT YE W, ...
= H(Y, |Ws, ...

+ H(Wy W, W, ...
< H(Yy ) + HWa|Yy') + H(Y{ [Wa, W, ..

< Tmax(m,n) + 2ep] + H(YL |Wo, Wi, ..

7WK)
7WK)
W)+ HWo|[Ws, ..

o) WK7 YlTu }/éT)

W, YD) + H(Y T Wy, W, ..

'aWK7}/2T)7

Wi, YD) + HWA YD)

(10)

Wi, V)

(11)
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where (10) holds since messages are assumed to be indepeamtrfll) is due to Fano’s inequality, in which

er — 0, asT grows. We can continue with bounding the remaining term i) @s

HY |\ Wa, Wa, . Wi, Yo < HYE, VS YE W, Wa, ..., Wk, Y

H(Ylta}/3t7 e -7YKt|W27W3a ey WK7Y72T7Y71t_17YV3t_11 e aY[t(_l)

I
[M]=

&
Il
A

H(Ylta}/3t7 .. -7YKt|W27W3a C) WK7Y72T7Y71t_17YE’,t_11 oo aY[t(_laXQtaX?)ta oo 7XKt) (12)

I
] =

~
Il
-

[M]=

H(DI "X, + ; DI Xy, DI X, + ; DI Xy, DI X ey + ;{ DI X

~
Il
-

}/2151 X?ta X3ta cee aXKt)

W

H(DT™" X1, DY X1y |Yar — D" Xy — DI™™ Y~ Xj4)

t=1 j>2
T
=Y H(D" "Xy, D" X1, D" X1y)
t=1
=T(n-m)", (13)

where (12) is due to the fact thaf;, = f;,(W;, thfl). Replacing (13) in (11) we arrive at
1
Ri+ Ry < T[H(Wl) + H(Wy)] < max(m,n) + (n —m)* + 2e7 = max(m, 2n — m) + 2er. (14)
Finally, since we are interested in symmetric rate charaetiéon, we can seRR; = R», which yields

Rgym < max (%,n — %) + ep. (15)

Letting ' — oo ander — 0, we obtain the upper bound as claimed in Theorem 4.

The capacity behavior of the network has a discontinuityhat n, where the symmetric achievable rate scales
inverse linearly with/'. The reason behind this phenomenon is very apparent by ifacus the deterministic
model. This study reveals that when= n the received signals at all the receivers exactlythe same. Therefore,
each receiver should be able to decode all the messages.eand ls decoding capability is shared between all

the signals, which results iRy = n/K. More formally, we can write

K
T Ri=HWy,Wa,..., W) < I(Wi, Wa, ..., Wis YT,V YY) + KTe
k=1

= I(Wy,Wa,...,Wg; V') + KTe (16)
< HY{") + KTe < Tn+ KTe, (17)
where (16) is due to the fact thef’ = Y/ = ... = Y;L. Dividing (17) by KT and settingR; = - - - = Rx = Rsym,

we arrive atRgym < n/K.
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V. THE GAUSSIAN NETWORK: A CODING SCHEME

The encoding scheme we propose for this problem is similéimabof the2-user case. It is shown in [15] that for
the 2-user feedback interference channel, depending on theendace regime (value af), it is (approximately)
optimum to decode the interfering message. Due to existehttee feedback, decoding the interference is not only
useful for its removal and consequent decoding of the désiressage (akin to the strong interference regime without
feedback), but also helps for decoding a part of the intemdessage that is conveyed through the feedback path.
In the 2-user case, at the end of the transmission block, each exagi only decodes its own message completely,
but also partially decodes the message of the other receiver

A fundamental difference here is that in th&user problem, there are multiple interfering messagetscira be
heard at each receiver. Partial decoding of all interfenmessages would dramatically decrease the maximum rate
of the desired message. Our approach to deal with this isrieider the total interference received from all other
users as a single message and decode it, without resortnegdtving the individual component of the interference.
There are two key conditions to be fulfilled that allow us tafpem such decoding, namelg) interfering signals
should bealigned and (ii) the summation of interfering signals should belong to a amssset of proper size
which can be decoded at each receiver. Here, the first conddisatisfied since the network is symmetric (all the
interfering links have the same gain), and therefore alibexfering messages are received at the same power level.
In order to satisfy the second condition, we can use a comlattine codein all transmitters, instead of random
Gaussian codebooks. The structure of a lattice codebooksanlbseness with respect to summation, imply that the
summation of aligned interfering codewords observed alt eaceiver is still a codeword from the same codebook.
This allows us to perform decoding by searching over thelsicgdebook, instead of the Cartesian product of
all codebooks. Due to the fact that the aligned interferaacgecoded, we call this coding schemeoperative
interference alignment

We use the following lemma in our analysis of the proposedrgpdcheme. The proof of this can be found in

Appendix B

Lemma 1. LetC = A. NV, be a good channel code with rat®, where), is the Voronoi cell of the coarse
lattice A4, and A, is the fine lattice withA, C A.. Moreover, the average power of the codewordd,ishat is
L52(A,) = 1. Consider a lattice codeword € C and a random dither vectad, and the random objest = [c —d]

mod A,. Thenc can be decoded frorg = as + z provided that

1 a?
R§§1og<1+§)7 (18)
where 3% = E[z?].
In the rest of this section, we prove the direct part of Theofe The analysis of two cases, namely weak and

strong interference regimes, is performed separately.
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A. Weak Interference Regime< 1

We consider three messagesy, wi1, andwge, for transmitterT'x; which will be conveyed to receivaRxy,
over two blocks. All similar sub-messages from differenénsshave the same rates, which are denoted?hy;
Ry1, and Ryo. Encoding ofwy; andwys is performed using usual random Gaussian codebooks wittk idmgth
T and average powelr, which results in codewords,; andsy..

In order to encodev,g, we use a common lattice code which is shared between afinristiers. Each transmitter
maps its sub-message to a lattice codewogd Let A, be a good quantization lattice Wil’;}mQ(Aq) =1, andA.
be a good fine lattice good for channel coding, wihC A.. We denote the Voronoi cell of the lattices by and
V., respectively. It is well-known tha€ = A. NV, is a good channel codebook [18], which is a closed set with
respect to summation under theiiod A,” operation. We also usg], to denotex mod A,. Each sub-message
wgo 1S mapped to a lattice codewoedy = f (wxo). We denote by, the codewordcio + ¢ + - - - + €xolq, and

define an artificial message, the message corresponding to this codeword, that is

wo ==f_l(Lf@Ulo)*‘f(ubo)-F"'f(UU<oﬂq)- (19)

Once the lattice codeword is found, the encodeTaj, computessyy = [cro — dk],, Where{d, : k=1,..., K}
are random dither vectors, wiidy, ~ Unif(),) and known at all the transmitters and receivers. Finally, signal

transmitted byTx; in the first block (of lengthl") is formed as

/[INR —1 /1
X1 = WSkO‘F mskl- (20)

Therefore, the signal received Rix;, can be written as

Y1 = VSNRxy1 + VINR Y xi1 + 2 (21)
ik
SNR /SNR
WONR—I)SM)—F mskl-l- \/|NR—IZSi0+ZSi1 + Zp1 (22)
ik ik

This received signal is sent to the transmifiéx; over the feedback link. Knowing; andyy, the transmitter
can compute
K K K
Y& =yr — (VSNR = VINR)xj1 = VINRD “x;1 + 250 = VINR =1 sio + > _si1 + 21
i=1 =1

=1
Using Lemma 1¢y can be decoded from; at Tx, provided that

1 INR — 1
< log (14 ). 23
R°—2°g<+K+1> (23)

Note that at this poinRx; cannot decode,.
Oncecy is decoded, each transmitter creasgs= [co — dy] mod A,, whered, is a common random dither

vector known at all transmitters/receivers. In the secoodl) Tx, transmits

/INR -1 /1
XE2 = WSO‘F msw- (24)
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The signal received aRxy, in the second block can be written as

Y2 = VSNRxyo + V |NRZX¢2 + Zjo (25)
itk
SNR SNR
= m(lNR—l)so—i—\/msm—i—\/lNR—lZso—i—ZSiz—i—Zkz (26)
i#k i#k
/SNR SNR
= < m‘f’K-l) VINR — 1sp + msk2++§si2+zkg. (27)

ReceiverRx;, first decodeg treating everything else as noise. This is possible as lang a

2
(WR—U( %§+K—1>

SNR

1
Ry < 3 log | 1+ (28)

After decoding and removing, from the received signaRx; can decode the Gaussian codewsyg, provided
that

Ry < —log <1 + SN—R) . (29)

The decoder also useg to reconstruck, and remove it fromy, in order to consecutively decodg, andsy;.

It first computes

K
Y1+ VINR =1 <de—so—do> (30)

=1

[SNR SNR i
= < m — 1) vV INR — 1Sk0 + INR Sk1 + V INR —1 [;(Sio +d1) — (So + do)

+ Z Si1 + Zk1-
ik
(31)
Note that the term inside brackets equals zero when takindufoo\,. Codewordssyy andsy; can be decoded

provided that

2
SNR
1 (INR—l)( W‘l)
< Z
Ry < 5 log | 1+ ms K ) (32)
1 SNR
< — — .
R < 2log <1+ KINR) (33)

It only remains to choos&,, R;, and R, that satisfy all constraints in (23), (28), (29), (32), ald8)( It is easy

to verify that the choice of

Szmin{%log (1+|NR;1> log <1+ (|NR—1)(\/W_\/W)2>}7

K+1 SNR + KINR
L1 SNR
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satisfies all the constraints, and therefore
1 * * *
Rsym - §(R0 + Rl + RQ)

| SNR (1 INR—1) 1 (INR — 1)(v/SNR — VINR)?
= Lo (14 2NR Drog (14 MR=1Y 1y (4
2°g< +KINR)+mm{4 °g< * K+1)’4Og< * SNR + KINR

can be simultaneously achieved for all thepairs of transmitters/receivers.
In the following we rephrase this achievable rate in a marswethat it can be easily compared €@y, in
Theorem 3. Let > 0 be an arbitrarily positive constant, whetie= 1 — §. The definition ofa in (3) implies that

INR = SNR'~°. It is easy to verify that

<1+ (INR_SlliI(R Jsrn\}{R”ng/WV) (SNRKJTNIEINR) > % (1+ (VSR — VINR)*) > %(IJFSNRJF'NR)

=l

for K > 2. Therefore

Liog <1+ (INR — 1)( SNR—\/WP) +310g( SNR )

4 SNR + KINR 2 KINR
1 1 SNR 1
> = - — ] - = 2,
> 4log(l—l—SNR—i—lNR)-i- 4log <1+ INR) 410g4K (35)
On the other hand, sind&R < SNR, we have
INR — 1 SNR 1
1+ —— (1 > 1+ INR NR 36
(+K—H)(+KINR>_K(K+1)(+ +SNR), (36)
which implies
1 INR — 1 1 SNR 1 1 SNR 1
Z Z ) s Z )z 2
4log (1—|— il )—i— 2log (1—|— KINR) > 4log(l—i-lNR—i—SNR)—i— 4log <1+ INR) 4logK (K+1)

(37)

Therefore, fora < 1, the symmetric rate

1 1 SNR 1 1
Roym = 1 log (14 INR 4+ SNR) + 1 log <1 + m) — max {Z log4K?, 1 log K*(K + 1)} (38)

is achievable.

B. Strong Interference Reginfe > 1)

The encoding scheme for the strong interference regimdghtlyl simpler than that for the weak interference

case. In the following we propose an encoding scheme overbtacks. Each transmitter has a message of

rate Ry which is mapped to a lattice codewoeg. Again we assume that all encoders share a common common
lattice code. The transmitting sequence over the first bisobtained by adding the random dither vector, that
is, xk1 = s; = [cx — dilq. At the end of the first block receiver are not able to decode wseful information,

and just forward their received signal to the encoders. Taesmitter first decodes the effective interference after
removing its own signal, and then creates a lattice codewgrre-adding its codeword to that. At the end of the
second block, each receiver first decodes the sum intedeyemd then removes it from its received signal in the

first block. This allows decoding of the intended message.
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The received signal d&x;, can be written as

yir = VSNRxg + VINRD " xi1 + 21, (39)
ik
where

Xp1 = sk = [ck — dilg,

as stated above. This signal is sent back to the transmittzrtbe feedback. After removing,; from the channel

output and taking the modulo operation, transmittdras access to

[ 1 1

Vi = | — — VSNR :| E i1+ =

v _m(y’“ <) VIR
q

q

= Z[Ci _di]q'i‘z;cl] = ”Z%] - [Zdi] +Z§c1] ; (40)

ik ik itk

- q

wherez,, =z /VINR is an additive Gaussian noise variable with variaicez,, [|>< INR™'. The transmitter
wishes to decode the lattice poif)t’; ., ci|,. Note that herg)_, ., d;], is a known dither vector drawn from the

uniform distribution over the Voronoi ceW,. Using Lemma 1, we can decodle’, ,, c;], provided that

1 1
Ro < =log(l+ ———) = —log(1 + INR). 41
055 og(1+ |NR_1) B og(1 + ) (41)
Having [Z#k c;]q decoded at thé-th transmitter,Tx;, sends the following signal in the second block:
K
Xpp=50= || Y ¢i| +ex—do| = lz Ci — do] = [co — do],, (42)
i#k i=1 q

q
wherecy = [}, ¢;]q, andd, is a random dither known at all the nodes in the network. Nio&, tthis way all the

transmitters send the same sequence simultaneously.fdferthe received signal at receivielis given by
Yk2 = (\/SN—R—F(K—I)\/W) S0 + Zpo. (43)
Having received this, each decoder wishes to deegdevhich is feasible as long as
Ry < %log (14 SNR+ (K = 1)2INR + 2(K — 1)VSNR - INR) . (44)

Next, Rx; computes

K
7y —7VINR lco =D di| +dy
=1 q q
K K
— 1y (\/SNR - \/INR) e — dilg + VINR S [e; — di], + 7211 — 7VINR lco ~Sdi| +di
=1 =1 q q
= [ (VSNR — VINR) [er, — dily + 721 + ] (45)
q
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where~ is a scalar depending on the signal and noise power whicls pfeeysame role as in the proof of Lemma 1
(see Appendix B). FinallyRx; uses the right-hand side (RHS) of (45) to decage Lemma 1 guarantees a

successful decoding af;, at Rx;, provided that
2
Ro < %1og <1+ (\/INR—\/SNR) > (46)

It is easy to verify that the choice dRy on the RHS of (46) satisfies both (41) and (44). Thereforeesthis

coding scheme is performed over two blocks, a symmetricahte
1 1 2
Ruym = 5Ro = 1 log ( 1+ (VINR - VSNR) 47)

is achievable with feedback.
Similar to the weak interference case, we rephrase thieaable rate in a form to be easily comparable to the

upper bound. First note that > 1, andINR = SNR**? for some positive) > 0, wherea = 1 + 4. Hence,
(\/W—x/SN—R)2 > i(SNR+INR). (48)
On the other hand, foiNR > SNR, we havel + SNR/INR < 2. Therefore,
Reym = ~log (1+ (VSNR - VINR)?)

21 log 8. (49)

>
- 4

=

1 SNR
log (1 + SNR + INR) + 7 log (1 + m)

Hence, Rsym = Csym — %10g8 is achievable, which completes the proof of Theorem 3.

Remark 2. It is worth mentioning that the coding schemes proposed dth veak and strong interference regimes
provide secrecy for the message of each transmitter agaihstceivers except its respective one. More precisely,

it is easy to show that the equivocation rates are upper bedriy

1 .
TI(Wk;ij) < R—er, k#j. (50)

The main intuition behind this is the following. Each reegican only decode its own message, as well as the sum-
lattice codeword corresponding to the message of othersuger instance, after decodirid;, Rx; remains with a
codeword that depends diry, W3, ..., Wx. Hence,Ws, ..., Wgk act as a mask (encryption key) to hitlé, from
Rx;. Therefore, althougiRx; receives a certain amount of information about a functioralbfother messages,
the amount of information it gets about each unintendedviddal message is negligible. This phenomenon is
very similar to the encoding scheme used in [21] to guaraméarmation-secrecy. However, here this secrecy is
naturally provided by the coding scheme, without any adddl penalty in terms of the symmetric achievable rate

of the network.

VI. THE GAUSSIAN NETWORK: AN UPPERBOUND

In this section we prove the converse part of Theorem 3. Foehd, we derive an upper bounds on the symmetric

rate of the network. The essence of this bound is the samesativerse proof for the deterministic network. That
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is, in the strong interference regime, given all the messageept for two of them, the output signal of any of
the respective receivers is not only sufficient to decodews message, but can also be used to decode the other
missing message. Similarly, in the weak interference regiatthough one receiver cannot completely decode the
message of the other transmitter, it receives enough irdtom to partially decode that message.

We first definez;; = z;4 — 29, fori = 3,4,..., K andt =1,...,T. Then, we can write
T(Ry + Ry) < HWy) + H(Wy) = H(Wy, Wa|Ws, ..., W) (51)
= HWy|Ws,...,Wg) + H(W, Wy, Ws, ..., Wk)
= I(Waiy3 [Ws, ..., Wi ) + H(Walyy , W, ..., Wk)
+ I(Wisyiys [Wa, Ws, ..., Wk) + HWilyl ys , Wa, Ws, ..., Wk)
< TI(Wasyd 28 ZR Wa, . W) + T(Wasy Tyl 2 2R Wa, W, ..., W) + 2T e
=h(ys,Z3, ..., 2| Way ..., Wk) —h(ys 23, ... 2| Wa, W3, ..., Wk)
+h(ylyl 2L ER W, W, .. W) — h(yLyd 25 2R Wy W, W, ..., W) + 2Tep
=h(yd 2L EE Wa, L W)+ Ryl wd 2L R W, W, W)
—hlyiyd 2L, E W, We, W, ..., W) + 2T er, (52)

whereer vanishes ag’ grows. Note that we used independence of the messages in{B19an bound each term

in (52) individually. The first term can be bounded as

h(ys . Za .- 2|\ Wa, ... . W) < h(ys ) + h(3) + -+ + h(Zk)

< Th(y2) + @ log(4me) (53)
T T(K —1)
< log | 1+ SNR+ (K — 1)INR + 2VSNR-INRD " pp; +2INR Y~ pij | + ——5— log(4ne)
J#2 >
1,j#£2
T T(K -1
< 5 log (1 +SNR + (K — 1)2INR + 2(K — 1)v/SNR - INR) MEAC D)) log(4me), (54)

wherep;; € [—1,1] is the correlation coefficient between channel inputsandz;. In (53) we used the fact that
E[z?] = 2.

Bounding the second term is more involved. First note that

I(yclrhygﬂa7y£|y§72§772}€7W27W377WK)

[
W

T, T =T =T t—1 t—1
I(yl7y3ta"'7th|y23'237"'7ZK5W27W37"'7WK7y3 yor YK )

o~
Il
=

[
M=

T, T =T =T t—1 t—1
I(yl7y3ta"'7th|y23'237"'7ZK5W27W37"'7WK7y3 o YK 5I2t7I3t7"'7IKt) (55)

o~
Il
=

|
o

(56)
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where (55) holds since fof = 2,..., K, zj; = f(W. J,yj ~1) is a deterministic function of the message and

channel output; the last equality in (56) is due to the faat for j = 3,..., K, we have

yjt = VSNRzj + VINR Y~ 2 + VINR2y, + 250
i¢{2,5}

= \% SNRIQt + V INR Z Tit + V |NRIjt + Zop | — \/SNRIQt + (\/ SNR -V |NR)IJt + (th - th)

i¢{2,5}
= Y2t — \/SNR.I'Qt-i-(V SNR — V|NR).I'jt+2jt, (57)

which implies thaty;; can be deterministically recovered fray;, z2:, ¢, Z;:). Hence, each term in (56) is zero.

From (56) we can bound the second term in (52) as

( |y27237"'12£1W27W37"'7WK):h(y{|ygayg7"'73/%12;1'"72[,1;7W21W31'--1WK)

7h’(y,lr|yg‘7y§3'"7y?(72g-‘7"'7511;7W27W37"'7WK5I,§7"'7I£)
h(VSNRz{ — VINRY "af + 2]y — VSNRzj — VINRY "ol 2], ... %)
i#1 j>2
< h(VSNRz! + 2T |VINRz{ + 21)
T SNR T
< — .
5 lo (1 + T INR) — log(2me) (58)

Finally, we can bound the third term in (52) as follows:

h’(ylay27257'"72K|W15W27W3a"'7WK)

T
:Zh(y1t7y2t723t7"'75Kt|y1 7y§ ! 25 la"' 2;; 7W13W23W37"'7WK)
t=1
T
ZZh(y1t7y2t723t7"'72Kt|y1 7y§ ! 25 13"' 2;{ 17W13W23W37"'7WK3I1t7"'aIKt)
t=1
T
:Zh(zltvz2t723t7"'agKt|y1 7y§ ! 2; 13"' 2;{_ 7W13W27W37"'aWKaxlta"'aIKt)
t=1
T
= Z h(21t7 22t 23t7 R 2Kt) (59)
t=1
T
:Zh(21t722t723t7"'ath)
t=1
= E10g(27re) (60)

where (59) is due to the facts that the channels are memergled the noise at timeis independent of all the
messages and signals and noises in the past. Substitutihg(%$8) and (60) in (52), and recalling the fact that we

are interested in the maximuf; = Ry = Rgsym, We get

1 1 NR K—1
Roym < 7 log (1 4+ SNR + (K — 1)2INR + 2(K — 1)vV/SNR - INR) + 7 log (1 42 )

1+ INR 4
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This bound can be further simplified as follows. It is easy hovs that

SNR + (K — 1)2INR + 2(K — 1)v/SNR - INR = (\/SNR + (K — 1)\/m)2 < K*(SNR+INR)  (61)

which implies

1 1 NR K-1
Ruym < S log(1 4 SNR + (K — 1)2INR + 2(K — 1)V/SNR-INR) + ~log (1 + — +
4 4 1+ INR 4
1 1 SNRY K -1 1
< Z Z - i T
< 410g(1—i—SNR—i-|NR) + 4log <1+ INR) + 1 + 210gK, (62)

which is the desired bound.

VIl. THE GENERALIZED DEGREES OFFREEDOM

In this section we prove Theorem 1. The proof fot£ 1 is straight-forward from Theorem 3 as follows. Recall
the achievable symmetric rate in Theorem 3. Hence,
. Rsym(SNR, )
dpp(a) = limsup ==/
re(a) SNR—oc 3 log(SNR)
, 1log(1 + SNR + SNR®) + 2 log(1 + SNR'~®)
= lim sup T
SNR—00 5 1og(SNR)
(1-—a)"
2

1
=3 max{1l,a} +

1-3 a<l1

a>1.

[N]]e)

The number of generalized degrees of freedom is disconisaba = 1, and the proof in that case follows
from a different argument. Note thdt1l) = 1/K, or equivalentlyR,., = %log(l -+ SNR) can be easily achieved
by time-sharing between the users: during the blbckiserk encodes and sends its message, while all the other
transmitters keep silent.

In order to show optimality of this number of degrees of fremdfor INR = SNR, we use the cut-set bound.
This gives us a tighter bound, which is similar to that of tletedministic network forn = n. A similar intuition
can explain this phenomenon: when the gain of the direct aosisdinks are the same, the output signals at all

receivers are statistically equivalent, and given any efiththe uncertainty in the others is small. We can formally
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write

K
TKReym =T» Ry =HWi,...,Wg)
k=1

ey W W) + KTer

IN

—~

I(yf

Y

I
[M]=

I(ylt,...,th;Wl,...,WK|y’i_1,...,yﬁ(_l) +KT6T

~
Il
-

I
[M]=

[h(ylta e ath|y§717 e 7y§;1) - h(ylt7 o 'ath|Wla .. '7WK7y§717 cee 7y§;1)] + KTGT

~
Il
-

W

[h(ylt, cosyke) — h(yie, -y W, - WK,yifl, . ,y?l,xlt, e ,th)] + KTer (63)

~
Il
-

I
M=

[h(?ﬁh Yot — Y1, Y3t — Y1ty - - - YKt — ylt)

~~
Il
-

- h(th,. N aZKt|W17" .,WK,yi_l,.- 'ayﬁ{_lv'rlta- '-7th):| +KT€T

[M]=
E

[h(y1e) + h(y2e — y1e) + - + hyxe — y10)] — h(zie) + KTer (64)

~
Il
-
~
Il
-

W
IM= 1

I
M=

[A(y1e) + h(zae — 21¢) + -+ hzge — 210)] — h(zxe) + KTer (65)
t=1 t=1
T i T, KT
< - _
<5 log ((27re) (1 + (VSNR + (K — )) + ; 5 g(4me) log(2me) + KTer
I 5 log (1+ KSNR) + L ESDT KTerp, (66)

where (63) holds sincei; = fi (Wi, y, t=1):in (64) we used the fact that in a memoryless channel noiseste
in time ¢ are independent of all variables in the past; and (65) faltmy, — y1 = 2z, — 21, fork =2,..., K.
Dividing by KT, we get

1 K-1

e log(1 + KSNR) + K

which impliesd(1) < % This completes the proof of the theorem.

Rsym <

Remark 3. Note that the approximate capacity characterization in dreen 3 is only valid forv # 1. In fact this
result does not cover the behavior of the capacity wif = SNR(1 + ¢(SNR)) with ((SNR) — 0 asSNR — cc.

For such regime, the gap between our outer bound and the aa&hlie rate is not constant. However, since in the
study of the generalized degrees of freedom we only alloveeifsp growth forINR in terms ofSNR, such regime

is excluded by definition, and we have a complete charaetwiz of theGDoF with feedback.

VIII. CONCLUSION

We have studied the feedback capacity of the fully conneéfedser interference channel under a symmetric

topology. This is a natural extension of the feedback caypabiaracterization for th2-user case in [15], in which it
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is shown that channel output feedback can significantly awpthe performance of thieuser interference channel.
Rather surprisingly, it turns out that such an improvement also be achieved in th&-user case, except if the
intended and interfering signals have the same receive@&patthe receivers. In particular, we have shown that
the per-user feedback capacity of theuser FC-IC is as if there were only one source of interfezeincthe
network. Compared to the network without feedback [17} ti@isult shows that feedback can significantly improve
the network capacity.

The coding scheme used to achieve the capacity of the netwamnbines two well-known interference manage-
ment techniques, namely, interference alignment andfereice decoding. In fact, the messages at the transmitters
are encoded such that tii&— 1 interfering signals are received aligned at each rece@lesedness of lattice codes
with respect to summation implies that the aligned receinéetference is a codeword that can be decoded, as in
the 2-user case. Another interesting aspect of this scheme isetdeh message is kept secret from all receivers,
except the intended one. This implies that an appropriatefined secrecy capacity of the network coincides with

the capacity with no secrecy constraint.

APPENDIXA

CODING SCHEMES FOR THEDETERMINISTIC NETWORK: ARBITRARY (1, m)
A. Weak Interference Regime: (< n)

In the following, we generalize the coding scheme preseimtddg. 3 for arbitrary parameters andn. Denote
the message of usérwhich will be transmitted ir2 channel uses by g-ary sequence of lengthRs,.,, namely,

Sk = [Sk(1),...,Sk(2n — m)]. Each user sends= n fresh symbols over its first channel use, i.e.,
!/
Xix = [Su(1) 562 - Siln)] -

where X’ denotes the transpose of the matix The signal received at thRx; can be split into two parts, the
part above the interference level which contains- m) interference free symbols, and the lowersymbols which

is a combination of the intended symbols and interference,
!/
Yie = [S1) .. Sutn—m) Sin—m+1)+Su(l) ... Siln)+ Sei(m)] -

whereS.i(j) = Z#k S;i(j) is the summation of alb-ary symbols sent by all the base stations exgjf. This
received signal is sent to the transmitter via the feedbimék TransmitterTx;, first removes its own signal from
this feedback signal, and then forwards the remaining sysntio its top mostn levels. It also transmitén — m)

new fresh symbols over its lower levels:

/

X = [Sor(1) ... Ser(m) Spn+1) ... Si(2n—m)
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A similar operation is performed at all other transmittavkich results in a received signal Btx;. of the form

Yio = Xg2 + D" Xip

i£k
BESTO 0 1 [ sw) ] o0 ] [0 ]
_ | Swem) ’ _ | Sem) BTG 7 D E N (O "l B (TP
Sk(n+1) Zi;ﬁk S~i(1) Se(n+1) Sk(1) Sk(1)
[Sk@n—m)|  [3,4 S~ilm)]  [Sk(2n—m)] | Sk(m)] [ Sk (m)]

We used the fact that_, ,, S~i(j) = (K — 1)Sk(j) + (K — 2)S~x(j) in the last equality. Having’x; and Yy,

receiverRx;, wishes to decod8,,. Note that we have a linear system with equations andn variables (including
m variablesS.x(j) for j = 1,...,m and2n — m variables includingSy(j) for j = 1,...,2n — m), which can
be uniquely solvetl Therefore, Rx; can recover all it2n — m symbols transmitted byI'x;, which implies a
communication rate o, = (2n — m)/2. Note that the encoding operations at all transmitters leeesame, and

hence, a similar rate can be achieved for all pairs by apglgisimilar decoding.

B. Strong Interference Regimei(> n)

Similar to the weak interference regime, this scheme isoperéd over two consecutive time instances, and pro-
vides a total ofm information symbols for each user. Denote the message ofkusg aSy, = [Sk(1),...,Sk(m)],

which is ap-ary sequence of lengthu. In the first time instance, each user broadcasts its en@ssage,
I
X1 = [Sk(l) Sk(m)} )
which implies the received signal &x;, to be
!/
Yo = D" "S, + Sk = [S,\,k(l) oo Sog(m—n) Sp(1)+ Swk(m—m+1) - Sk(n)+ ka(m)} .

This output is sent to the transmitter through the feedbatk In the second time slot, the transmitter simply

removes its signal and forwards the remaining, that is,

/

Xiz = [Sr(1) - Serlm—n) Selm—n+1) - Soi(m)

2t is easy to verify that the coefficient matrix is full-rank.
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Hence, we have

o] _Zi;&k Su] [ o ] [ 5u(1) | S (1) ]
0 : 0 : ;
Yio = + = (K- 1) 4 (K —2) (68)
Sk(1) Srk(1)
|See(n) ] [k S~i(m) | [ Ser(n)) | Sk(m) | | Swk(m) |
= (K —=1)Sp + (D" + (K — 2)L,n)S~k- (69)

Having Y31 andYj. togetherRx; has a linear system witbm equation an®m variables (includingn variables

in S, andm variables inS.;):
Y pm=n I S
RUL k . (70)
Yico (K —1)I,, D™ "4 (K —2)I,| |Sk
This system has a unique solution if and only if the coefficignatrix is full-rank, which holds if and only if
K # 1( mod ¢), which can be easily satisfied for a proper chdietp. Fig. 4 pictorially demonstrates this coding

scheme for3-user case.

APPENDIXB

PROOF OFLEMMA 1
Having the dither vector available, the receiver first cotepu
y=[y+d modA;=[s+d+ (ya—1)s+~z] mod A,
=[c+ (ya—1)s+~vz] mod A,

where is a free parameter which will be fixed later. The receivemtldecodesc from y by treatingz’ =

[(yow — 1)s +vz] mod A, as noise. Note that

1 12 1 2
_ < = _
~E[z?] < —E [|(ya— 1)s + 72|
1
= —(ya—1)%0%(A,) + 426"
ﬁ2
= o 1 32

SNote that this result does not necessarily holds for all emlofp and K. For instance, this approach does not give a set of indepéende
linear equations for th&-user case over the binary field. However, the encoding sehfemlarger field size{ > 2) still reveals valuable

insights for the Gaussian channel.
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where the last equality is due to the choicenof= a/(a? + 3?). On the other handy is uniformly distributed

overV,. Therefore,

1 1 1 1
- . > (v — Zh(v) - = !
~1(yie) 2 ~I(yie) = ~h(y) — —h(z) (71)
1 1 1 32
> = _Z RN
> ; log Gy 3 log (2%@2[32) (72)
1 a?
=3 log <1 + _ﬁ2> ; (73)
where, the last equality holds sindg, is a good quantization lattice ar@l(A,) — ﬁ asn grows. Hence, the

message can be decoded as its rate does not exceed this mfdtraktion.
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