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Through an extensive series of high-precision numerical computations of the optimal complete pho-
tonic band gap (PBG) as a function of dielectric contrast α for a variety of crystal and disordered
heterostructures, we reveal striking universal behaviors of the gap sensitivity S(α) ≡ d∆(α)/dα, the
first derivative of the optimal gap-to-midgap ratio ∆(α). In particular, for all our crystal networks,
S(α) takes a universal form that is well approximated by the analytic formula for a one-dimensional
quarter-wave stack, SQWS(α). Even more surprisingly, the values of S(α) for our disordered net-
works converge to SQWS(α) for sufficiently large α. A deeper understanding of the simplicity of this
universal behavior may provide fundamental insights about PBG formation and guidance in the
design of novel photonic heterostructures.

Introduction. A complete photonic band gap (PBG)
prohibits the propagation of light in all directions and
for all polarizations for a substantial continuous range
of frequencies [1, 2]. PBGs can occur in heterostructures
composed of two or more substances with different dielec-
tric constants such as silicon and air; see Fig. 1. In early
studies, PBGs were exclusively found in crystalline struc-
tures, such as the diamond crystal network [3]. Later it
was discovered that quasicrystals without long-range pe-
riodic translational order [4, 5] and isotropic “disordered”
solids can also exhibit complete PBGs [6–16].

In this paper, we present evidence for a subtle, unan-
ticipated universal behavior of the maximum complete
PBG as a function of dielectric contrast among network
heterostructures spanning a wide variety of symmetries
and topologies. For this purpose, we follow a multistage
procedure that begins with identifying different “candi-
date classes” of networks distinguished by their nearest-
neighbor table properties (e.g., coordination), transla-
tional order and rotational symmetry which are known
from past work to include examples with large complete

(a) (b)

FIG. 1. Photonic networks: (a) the crystal diamond network,
where cylindrical rods connect nearest neighbors of a diamond
lattice, and (b) the disordered nearly hyperuniform network
(NHN) model; see also video S1.

PBGs [1–3, 6, 7, 17]. For each candidate class, we aim
to identify the member with the largest complete PBG,
which are, based on experience to date, among those that
combine the highest degree of hyperuniformity [18–21]
with sufficiently narrow distributions of bond lengths and
angles.

Then, we optimize the microscopic properties of the
selected networks. For this, we assume the networks are
composed of rods and spheres with dielectric constant ε2
embedded in a bulk that has a smaller dielectric constant
ε1. We also assume the rods have circular cross-section
with radius R joined at sphere-shaped vertices with the
same radius R. For each fixed dielectric contrast ratio
α := ε2/ε1, we vary R to find the maximal value of the
photonic band gap-to-midgap ratio ∆(α); that is,

∆(α) := max
R≥0

{
∆ω

ωm

(
R,α

)}
. (1)

We call the optimized radius Ropt(α) and the correspond-
ing optimized volume fraction φopt(α).

Since our purpose is to study cases with large PBGs,
we only consider candidate classes known to have some
networks satisfying this condition. In some cases, this
condition is not straightforward to check. For exam-
ple, disordered networks typically have many localized
defect modes that break up what would otherwise be a
large PBG into many smaller PBGs. As a last step of
the optimization, we check whether such defects can be
removed via bond switching; if so, then the candidate
class is included in the study and the modified network
is treated according to the same optimization procedure
as described above.

Critical to our analysis are high-precision calculations
of the optimal gap-to-midgap ratios, ∆(α), that are un-
precedented in their scope, both for the wide variety of
heterostructures considered and the wide range of dielec-
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tric contrasts. Performing this computation for disor-
dered networks with 1000 vertices is only first possible
now using state-of-the-art computational techniques and
computer clusters. To get reliable results for ∆(α) and
hence S(α), it is essential to (i) accurately determine
the optimized volume fraction φopt(α); (ii) compute the
stopgap along a number of different directions of propa-
gation; (iii) use a sufficiently high spatial resolution; and
(iv) use a precise plane wave expansion method to solve
Maxwell’s equation [22, 23].

A cursory view of plots of ∆(α) as a function of α
already suggests certain common trends across the dif-
ferent types of networks (despite the distinctly different
functional values). What proves to be the key to reveal-
ing the universal behaviors is the gap-sensitivity, S(α),
defined as

S(α) :=
d∆(α)

dα
. (2)

As we show below, for all our optimized three-
dimensional crystal networks, S(α) is well approximated
for all α by

SQWS(α) :=
2

π

1

α3/4(1 +
√
α)
, (3)

where SQWS(α) is the precise analytic result for the gap-
sensitivity of a one-dimensional quarter-wave stack com-
posed of alternating layers with dielectric constants ε1
and ε2 and each of quarter-wavelength thickness (which
results in an optimized volume fraction) where the prop-
agation of electromagnetic waves is perpendicular to the
alternating dielectric layers. For a derivation of the cor-
responding formula for ∆(α); see, e.g., Refs. [24, 25].

Perhaps even more striking is the fact that, for all our
optimized disordered networks, the values of S(α) also
converge to SQWS(α) at large α. In other words, at suffi-
ciently large α, all our optimized crystal and disordered
heterostructures — despite the differences in symmetry,
topology, and long-range order — exhibit the same uni-
versal behavior: S(α) ≈ SQWS(α).

Notably, the story is different for small α = O(1) near
the critical value αc (defined as the minimal contrast at
which a complete PBG first appears). Over this range,
S(α) displays a common pattern for all our optimized
disordered networks that is clearly distinct from the com-
mon pattern for crystal networks. Namely, whereas S(α)
for the crystal networks decreases monotonically even
for small α, S(α) for disordered networks first increases,
reaches a maximum, and then decreases, ultimately con-
verging to SQWS(α) as α continues to increase.

Candidate classes of networks. Among the abundant
variety of known photonic crystals and disordered het-
erostructures, we select, for our computationally inten-
sive optimization, candidate classes of networks that
represent a broad spectrum of symmetries and coor-
dination numbers. The diamond crystal network ex-
hibits the largest known optimal gap-to-midgap ratio

∆(α) [2, 3, 17]. The hexagonal-diamond network has
the same topology and perfectly tetrahedral vertices but
a different symmetry. It has substantial PBGs, al-
though its optimal gap-to-midgap ratios ∆(α) are dis-
tinctly smaller than those of the diamond network [26]. A
better performing photonic crystal is the rod-connected
network based on the Laves graph, which has the same
topology as the single gyroid [2, 15, 27, 28]. The diamond
and Laves graphs are the only two crystal lattices in three
dimensions with the “strong isotropic property” [29], i.e.,
a symmetry under permutations of neighboring edges.
The key differences are that the diamond network is four-
fold coordinated and nonchiral with a face-centered cu-
bic symmetry and the Laves graph is trivalent and chiral
with a body-centered cubic symmetry. We also study a
simple cubic (SC) heterostructure, a sixfold-coordinated
network consisting of rods connecting nearest neighbors
in a SC lattice [30, 31].

Our isotropic disordered networks are not based on
any underlying lattice. They exhibit a correlated disor-
der with a varying degree of both local and global order.
Based on experience to date, the member in a candidate
class with the largest PBG has bond length and angle dis-
tributions with a standard deviation less than 15% of the
mean. For larger variations, the PBG becomes smaller
and the absolute difference between S(α) and SQWS(α)
becomes larger.

One class of disordered models that we consider are
continuous random networks (CRNs), i.e., idealized mod-
els for amorphous tetrahedrally coordinated solids (like
amorphous silicon) [19, 32]. The first complete PBG
of three-dimensional disordered networks was found for
CRNs [7]. Here, we study the PBGs of the nearly hyper-
uniform network (NHN) model [19]. Starting from a clas-
sical CRN, the model is carefully annealed to suppress
large-scale density fluctuations. The model is thus driven
towards a vanishing of density fluctuations in the infinite-
wavelength limit, known as hyperuniformity [18, 33]. In
two dimensions, hyperuniformity has been found advan-
tageous for opening up large complete PBGs [6].

Another disordered network that we consider is based
on an alternative structural model of amorphous silicon
that was simulated by a slow quench of a liquid using
molecular dynamics (MD) [20]. When we connected each
atom with its four nearest neighbors, we obtained a dis-
ordered photonic network, but it had defect modes that
appeared within a large PBG. We, therefore, switched
bonds to remove the defect modes, nearly doubling the
gap size.

Finally, we introduce quantizer-based networks
(QBNs). We begin from amorphous, nearly hyperuni-
form inherent structures of the quantizer energy starting
from some random initial point configuration [21]. For
more details on the quantizer energy functional; see sup-
plemental material (SM) Sec. 1 and Refs. [21, 34–41].
Next, we construct the corresponding Delaunay tessella-
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FIG. 2. The gap plot shows the optimal gap-to-midgap ratio
∆(α) as a function of the dielectric contrast α. The plot com-
pares three-dimensional photonic crystals (open symbols) to
three-dimensional disordered networks (solid symbols). The
dashed-dotted line shows ∆QWS(α) for the one-dimensional
quarter-wave stack. The inset zooms in on small values of α
where the PBGs first open up for the NHN, MD quench, and
Laves networks.

tion. A QBN then connects the centroids of neighboring
cells, in analogy to the tiling procedure for hyperuniform
disordered solids (HUDS) in two dimensions described in
Ref. [6]. In three dimensions, the tiling procedure was
already applied to hard-sphere packings [9, 12, 42] and
vertex models [16]. To avoid defect modes for α > 13,
we removed each vertex where two triangles met by bond
switching.

Our three disordered networks fulfill all of our selection
criteria. In particular, the ratio of standard deviations to
mean values for the bond lengths and angles are 3.6% and
7.4% for the NHN, 1.9% and 8.5% for the MD quench,
and 7.4% and 10.7% for the QBN.

Protocol. All samples are constructed with periodic
boundary conditions to enable band structure calcula-
tions. The PBGs are accurately determined using the
plane-wave expansion method to solve the frequency-
domain eigenproblem implemented in the MIT Photonic
Bands (MPB) software package [22]. The plane-wave
expansion is the best available method for achieving the
high precision needed for the optimization and analysis
presented here. It is not clear whether the same accu-
racy can be achieved using time-domain eigensolvers, like
the finite-difference time-domain (FDTD) method, which
may miss eigenfrequencies or locate spurious ones [1].
We define a complete PBG by a range of frequencies for
which there are no states no matter the direction of the
wave vector. In practice, we compute the stopgaps for
a finite number of directions along the edges of the irre-
ducible Brillouin zone.

For each sample and each dielectric contrast α, we op-
timize the rod radius R and hence the volume fraction
φ of the high dielectric phase. We first determine the
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FIG. 3. The gap-sensitivity plot shows the slope S(α) :=
d∆(α)/dα for each of the curves in Fig. 2. For our three-
dimensional crystal networks, S(α) is well approximated by
SQWS(α) for all α. For our disordered networks, S(α) has
a maximum at low α = O(1) and only converges (approxi-
mately) to SQWS(α) at larger α� 1.

gap-to-midgap ratios ∆ω/ωm for several radii close to
the putative optimum PBG. Next, we fit a parabola to
estimate the optimized radius Ropt(α), at which we then
repeat the band structure calculations. Thus, we deter-
mine the optimal gap-to-midgap ratio ∆(α); see Eq. (1).
We estimate S(α), see Eq. (2), using the symmetric dif-
ference quotient.

The combined absolute error depends on the type
of network and dielectric contrast and is significantly
smaller at low than at high α. Therefore, we limit our in-
vestigation to values of α ≤ 26. The error in determining
∆(α) is less than 0.7% for α ≤ 13 and less than about
1.4% for α > 13. As shown in Fig. S4, the results are not
sensitive to system size.

Gap plots and gap-sensitivity plots. The key results of
this paper derive from Figs. 2 and 3. Figure 2 shows plots
of the optimal gap-to-midgap ratio ∆(α) as a function of
α (referred to henceforth as the gap plot) for all of our
crystal and disordered networks with different symme-
tries and topological characteristics. Figure 3 (the gap-
sensitivity plot) shows the slope S(α) := d∆(α)/dα for
the same networks.

Results. Photonic band structures of optimized crys-
tal and disordered networks considered in this work are
shown in Fig. S1 and video S2. The gap plot in Fig. 2
shows that the diamond network exhibits the largest
PBG for all dielectric contrasts, closely followed by the
Laves network. At α > 10, disordered networks have
smaller PBGs than the Laves and hexagonal-diamond
networks. However, ∆(α) of the disordered networks in-
creases more slowly as a function of α than those of the
crystal networks, leading to a notable crossing of curves
in the gap plot. In fact, we find a smaller critical contrast,
αc = 4.1, for the NHN model and MD quench than for
the hexagonal-diamond network (αc = 5.8) or even the
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Laves network (αc = 4.5). Only the diamond network
has a smaller critical contrast (αc = 3.5). Moreover, the
gap plot shows that the NHN model has a larger optimal
gap-to-midgap ratio [∆(13) = 19.7%] than the currently
reported record for CRNs (18%) at α = 13 [7].

Turning now to the gap-sensitivity plot in Fig. 3, we
note that for all our crystal networks and for all α, S(α) is
well approximated without any fit parameter by SQWS(α)
from Eq. (3), the analytic result for the quarter-wave
stack. Remarkably, even for our isotropic disordered net-
works, S(α) converges at large α to SQWS(α) to a good
approximation. More precisely, we use “convergence” in
this paper to mean S(α) = (1± 0.2)SQWS(α) for α & 20,
corresponding to an absolute error of 2 × 10−3, which
we estimate to be the systematic error associated with
the optimization protocol used to identify the member
of a candidate class with the topology, bond length and
angle distributions, and volume fraction that maximizes
the PBG. Convergence to within this 20% uncertainty
is impressive given the diverse candidate classes that
have been considered: classes with highly isotropic and
anisotropic PBGs; with uniform and irregular topolo-
gies; with translational order and disorder; and with one-
dimensional layered structure and three-dimensional net-
work structure.

We emphasize that the multistage optimization pro-
tocol is essential to achieving this level of convergence.
Without any optimization, the difference between S(α)
and SQWS(α) would increase by an order of magnitude
or more. Even though S(α) is approximately the same
for our three, four, and sixfold coordinated networks, we
only find the universal behavior for networks with rela-
tively uniform bond lengths and angles, as required in
the first stage of our procedure. To examine the effect of
variations in bond lengths and angles, we randomly per-
turbed the vertices of a diamond network using indepen-
dent and isotropic Gaussian displacements. The strength
of perturbations is controlled by the ratio a of the stan-
dard deviation of the displacements to the bond length
in the unperturbed network. For a ≤ 10%, the perturbed
diamond network fulfills our selection criterion for bond
length and angles, as mentioned above, and S(α) approx-
imately converges to SQWS(α) at large α. However, with
increasing strength of perturbations a, we find that the
difference between S(α) and SQWS(α) increasingly grows
until the PBG closes altogether when a ≈ 0.5. We find
the same behavior for a perturbed CRN [32]. The qual-
itative behavior of S(α) remains the same, but S(α) de-
viates from SQWS(α) approximately by a constant factor
that grows as a increases.

The second stage of our procedure entails finding the
optimized volume fraction. This step is crucial because
φopt(α) varies between 8.0% and 38.4% for our networks
and values of α so that, without optimizing φ, we obtain
both quantitatively and qualitatively different results. If
we only optimized φ to within a certain percentage of the

true optimal value, we observe similar effects as for large
variations in the bond lengths and angles: the difference
between S(α) and SQWS(α) increases with an increasing
percentage difference between φ and φopt(α). Alterna-
tively, if we fix φ independent of α, we observe a more
dramatic effect: the gap-to-midgap ratio quickly flattens
for large α at a value well below the optimal ∆(α) of that
candidate class; that is, S(α) falls rapidly to zero at large
α.

Finally, the third stage is necessary to take account of
localized defect modes that break up an otherwise large
PBG. These defects not only decrease ∆(α) but also lead
to large deviations between S(α) and SQWS(α). We ob-
served such localized defects in the initial QBN model
wherever two triangles met at one vertex. When we re-
moved these triangle defects by bond switching, ∆(α)
increased significantly and S(α) approached SQWS(α) at
large α.

Although we do not have a theoretical explanation of
the universal behavior of S(α) at large α and the sys-
tematic differences between crystal versus disordered net-
works at small α, we find an interesting correlation with
the behavior of the square of the magnitude of the electric
field eigenmodes E(r, α) just below and above the PBG.
More precisely, we find that ‖E(r, α)‖2 changes more at
small α for a given change in dielectric contrast α than
it does at large α and that this effect is much more pro-
nounced for the disordered than for the crystal networks.
To quantify this effect, we introduce, as a heuristic mea-
sure, the average change of ‖E(r, α)‖2 with the dielectric
contrast: DE(α) :=

∫ ∣∣∂‖E(r, α)‖2/∂α
∣∣ dr. Figure S2

shows that DE(α) is, apart from statistical and numer-
ical fluctuations, a decreasing function. At low α, the
changes are distinctly stronger for the disordered than
the crystal networks. In contrast, at large α, where we
observe the universal behavior of S(α), DE(α) converges
within the computational uncertainty for the crystal and
disordered networks.

This observation suggests the following argument: At
large α, the electric field is strongly confined by the high-
dielectric material, and the configuration changes only
slowly with the dielectric contrast. At small α, the elec-
tric field is generically less confined to the high-dielectric
material allowing more degrees of freedom to be accessed
when optimizing the PBG. The high degree of transla-
tional order in crystal systems constrains the field config-
uration possibilities, so the corresponding curves of S(α)
still follow Eq. (3). For disordered systems, though, there
are not the same symmetry constraints, allowing more
field configurations that enable the optimized PBG to
decrease more slowly as α decreases.

We also observe that the derivative of the optimal
volume fraction, dφopt(α)/dα, approximately agrees for
all our three-dimensional crystal networks at all α and
is, in fact, well approximated by the analytic result for
the one-dimensional quarter-wave stack: dφQWS(α)/dα =
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−1/(2α3/2+4α+2
√
α). Similarly, for our disordered net-

works, dφopt(α)/dα approximately converges to the same
formula at large α; see Fig. S3. This behavior correlates
with our finding that the optimization of the volume frac-
tion is an essential part of our multistage procedure to
reveal the universal behavior of S(α).

Conclusions and Outlook. For all our candidate
classes, including ordered and disordered varieties with
different symmetries and topologies, S(α) of our op-
timized three-dimensional networks approximately con-
verges at large α to SQWS(α) of the one-dimensional
quarter-wave stack. A physical explanation of this uni-
versal behavior has to apply to both crystal and disor-
dered networks even though the PBGs in these two cases
have distinctly different physical properties. The crys-
tal networks have anisotropic PBGs bounded above at
one k point and below by a different k point along the
band gap. The slope S(α) of the single stop gaps does
not agree as well with the one-dimensional quarter-wave
stack formula as that of the three-dimensional complete
PBG. In contrast, the PBGs of the disordered networks
are isotropic, i.e., they have the same stop gap in every
direction (apart from negligible statistical fluctuations)
so that the upper and lower boundaries of the PBG are
both set by any single k point. Moreover, the eigenmodes
above and below the PBGs of the disordered networks are
localized — again in contrast to the crystal networks. Fi-
nally, a physical explanation has to explicate why it only
applies if the networks are optimized according to the
three stages of our procedure.

We believe the similar behaviors of S(α), DE(α), and
φopt(α) provide important clues for understanding the
universal curves of S(α) reported here, but we have not
yet found a solid theoretical explanation that ties these
different observations together to explain the universal
behaviors. The challenge is to identify how, from a com-
bination of highly nonlinear physics and a diverse range
of network geometries and topologies explored here, these
behaviors emerge.

As a practical application, the discovery of this univer-
sal behavior at large α makes it possible to estimate for
a given type of optimized heterostructure the photonic
band gap-to-midgap ratio ∆(α) for all α once one has
determined it for a single α without any further extensive
computations. On the more theoretical side, the fact that
the behavior applies to optimized structures in three di-
mensions, whether crystalline or disordered, as well as to
periodic layered media, indicates an unanticipated sim-
plicity, despite the apparent nonlinear mathematics and
complex physics involved in the PBG computation and
the optimization procedure. A better understanding of
this behavior will ultimately help to identify the relation
between the structural features of optimized heterostruc-
tures and the formation of large PBGs, which may guide
the design of improved photonic heterostructures.
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[30] H. S. Sözüer and J. W. Haus, J. Opt. Soc. Am. B 10, 296

(1993).

[31] M. Maldovan and E. L. Thomas, J. Opt. Soc. Am. B 22,
466 (2005).

[32] G. T. Barkema and N. Mousseau, Phys. Rev. B 62, 4985
(2000).

[33] S. Torquato and F. H. Stillinger, Phys. Rev. E 68, 041113
(2003).

[34] S. Torquato, Phys. Rev. E 82, 056109 (2010).
[35] S. Lloyd, IEEE Trans. Inf. Theory 28, 129 (1982).
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S1. Simulation details

Here we provide additional parameters for our network models and the computation of their (optimal) photonic
band gaps (PBGs).

Network models

For the nearly hyperuniform network (NHN), we used the most annealed sample with 1000 vertices from Ref. [1]. For
the network based on the molecular dynamics (MD) quench, we used the sample GAP-MD_quench_1e11_lastMDstep

published together with Ref. [2]. The definition of our quantizer-based networks (QBNs) is based on the amorphous
inherent structures of the quantizer energy from Ref. [3]; for references on the quantizer energy, see Refs. [3–10]. To
construct our QBN, we start from a binomial point process (that is, a snapshot of the ideal gas in the canonical
ensemble) and minimize the quantizer energy using the so-called Lloyd algorithm [11]: In each step, the Voronoi
center of each cell is replaced by the center of mass of the cell. The algorithm converges to an amorphous inherent
structure [3]. Here, we apply 10,000 steps of the Lloyd algorithm. The network is then constructed using the Delaunay
tessellation as explained in the main text. Our definition of the QBNs allows the simulation of extended networks
with a million vertices. For computational reasons, we here simulated a sample with 444 vertices.

The unit of length was chosen for each sample such that the number of vertices equals the volume of the sample.
This choice corresponds to a unit number density ρ = 1 for the vertices. The number of vertices per sample is 1000
for the NHN, 444 for the QBN, 512 for the MD quench, and 216 for the perturbed diamond networks. To check for
system size effects, we also analyzed a continuous random network (CRN) by Barkema and Mousseau [12] with 216
vertices and a perturbed diamond network (a = 0.2) with 1000 vertices; see Fig. S4.

A single sample of a perturbed diamond or disordered network can have several complete PBGs between different
bands. Typically, one of these PBGs is much larger than the others; see video S2 and Fig. S1. For each sample and
each value of α, we optimize the PBG for which we find the largest value of ∆(α) (with few exceptions as explained
below). The number of bands below this largest PBG is 1000 for the NHN, 509 for the MD quench, 444 for the QBN
for α > 9.3 (for α ≤ 9.3, we used the same band number although the PBG at band number 442 is slightly larger),
1000 for the perturbed diamond network with 1000 vertices, 216 for the perturbed diamond networks with 216 vertices
and with a = 0.1, 0.2, and 0.3, and 215 for the perturbed diamond network with a = 0.4. For the last sample, we
found several small complete PBGs of roughly the same size so that the number of bands below the largest gap can
differ for different values of R and α. The same applies to our perturbed CRN with a = 0.3.

Parameters

The resolution R, which is defined in the MIT Photonic Bands (MPB) software package as the number of voxels
per unit length, was set to the following values during the optimization of the radii:

• R = 16 for the disordered networks and perturbed diamond networks,

• R = 20 for the diamond, hexagonal-diamond, and Laves networks, and
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• R = 80 for the simple cubic (SC) network.

For the final values of Figs. 2 and 3 in the main text, as well as for Fig. S4, we used the following resolutions:

• R = 16 for the perturbed diamond network with 1000 vertices,

• R = 20 for the disordered networks and perturbed diamond networks,

• R = 80 for the diamond, hexagonal-diamond, and Laves networks, and

• R = 160 for the simple cubic (SC) network.

The number of k points for which we computed the eigenfrequencies are

• 10 for the NHN, MD quench, and the QBN,

• 22 for the perturbed diamond networks and the perturbed CRNs.

For the disordered networks, the k points always include the high symmetry points (of the simple cubic simulation
box). For the crystal networks, we computed the eigenfrequencies at 8 points between pairs of high symmetry points.
The tolerance of the MPB eigensolver was 10−5.

The calculations at strong contrasts are more prone to voxelization errors because of the smaller values of the
optimal radii. The estimation of the optimal radii is also more difficult at strong contrasts because the optimal gap
size as a function of the radius R becomes a skewed function (even close to the optimum). Finally, single defects
in disordered or perturbed networks can strongly influence the optimal gap size. We, therefore, used the following
improved parameters for some of the calculations at strong contrasts (to check their influence on the results, which
was not found to be strong). To determine the optimal radii for the crystal networks, we used a resolution of 80 for
the diamond network with α ≥ 20 and the laves network with α ≥ 18. Moreover, we used a resolution of 20 for the
CRN with α = 8.3, 11.3, and 13.0.

Finally, in our study of system size effects in Fig. S4, the computation for the perturbed diamond network with
1000 vertices was computationally particularly expensive because of the large number of k-points that have to be
considered (because the perturbed diamond network has an anisotropic band structure—in contrast to the NHN).
Therefore, we did not optimize the radii separately but used the optimal radii of the perturbed diamond network
with 216 vertices. We checked for α = 4.8 and 13 that these radii are too a good approximation also optimal for
the network with 1000 vertices. We also checked that the resolution R = 16 was sufficient for our calculations by
comparing the results for two stop gaps with the corresponding results for a resolution R = 20. The differences in
the gap-to-midgap ratios were about 0.1%, that is, within the accuracy of our study.

Volume fractions

We estimate the volume fractions φ of our networks using the dielectric filling fraction implemented in MPB.
The MPB software smooths the discontinuous dielectric function at the resolution of the grid (to avoid convergence
problems caused by the discretization) [13]. The dielectric filling fraction is then defined as:

ϕ :=
〈ε〉 −min ε

max ε−min ε
, (S1)

where 〈ε〉, min ε, and max ε are the average, minimal, and maximal dielectric constant over all voxels. For a two-phase
medium that consists of a high and a low dielectric material, the filling fraction ϕ is equivalent to the volume fraction
φ of the high dielectric phase.
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[2] V. L. Deringer, N. Bernstein, A. P. Bartók, M. J. Cliffe, R. N. Kerber, L. E. Marbella, C. P. Grey, S. R. Elliott, and
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S2. Photonic band structures
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FIG. S1. Photonic band structures for some of the (anisotropic) crystal and perturbed crystal networks at different dielectric
contrasts α; see also video S2.
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FIG. S1. (Continued) Photonic band structures of (isotropic) disordered networks at different dielectric contrasts α; see also
video S2.
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S3. Derivative of the optimal volume fraction
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FIG. S2. The average change of the electric field intensity with the dielectric contrast α for the bands below (open symbols)
and above (solid symbols) the PBG. At low α, the configuration of the electric field changes more strongly for the disordered
networks than for the photonic crystals.

S4. Derivative of the optimal volume fraction
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S5. System size effects
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FIG. S4. The gap plot (top) and gap-sensitivity plot (bottom) for the NHN (1000 vertices) and the perturbed diamond network
with a = 0.2 (216 vertices) are compared to similar networks at different system sizes: a CRN with 216 vertices and a perturbed
diamond network with 1000 vertices, respectively. The curves at different system sizes agree within the systematic errors and
statistical fluctuations that can be expected between different samples; that is, no strong system size effect is observed.


