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#### Abstract

A critical result in superconductivity is that flat bands, though dispersionless, can still host nonzero superfluid weight due to quantum geometry. We show that the derivation of the mean field superfluid weight in previous literature is incomplete, which can lead to severe quantitative and even qualitative errors. We derive the complete equations and demonstrate that the minimal quantum metric - the metric with minimum trace - is related to the superfluid weight in isolated flat bands. We complement this result with an exact calculation of the Cooper pair mass in attractive Hubbard models with the uniform pairing condition. When the orbitals are located at high symmetry positions, the Cooper pair mass is exactly given by the quantum metric, which is guaranteed to be minimal. Moreover, we study the effect of closing the band gap between the flat and dispersive bands, and develop a mean-field theory of pairing for different band-touching points via the $S$-matrix construction. In mean field, we show that a non-isolated flat band can actually be beneficial for superconductivity. This is a promising result in the search for high temperature superconductivity as the material does not need to have flat bands that are isolated from other bands by the thermal energy. Our work resolves a fundamental caveat in understanding the relation of multiband superconductivity to quantum geometry, and the results on band touchings widen the class of systems advantageous for the search of high temperature flat band superconductivity.


## I. INTRODUCTION

Systems with dispersionless (flat) bands host exotic phenomena, as even small interactions will dominate the kinetic energy. For example, flat bands have been predicted to increase the critical temperature for superconductivity. Bardeen-Cooper-Schrieffer (BCS) theory predicts that the critical temperature is given by $T_{c} \propto \exp \left(-\frac{1}{|U| \rho_{0}\left(E_{F}\right)}\right)$, where $|U|$ is the strength of the effective attractive interaction and $\rho_{0}\left(E_{F}\right)$ is the density of states at the Fermi surface. In a flat band, where the density of states diverges, $T_{c}$ is proportional [1-3] to $|U|$, implying that the critical temperature can be much higher in flat bands than in dispersive bands at low interaction strengths.
However, the BCS critical temperature does not by itself indicate superconductivity, as it is only the critical temperature for Cooper pair formation. The Meissner effect and the possibility of dissipationless transport are also required. These are characterized by a nonzero superfluid weight $D_{s}$ or, equivalently, superfluid stiffness [4]. Moreover, a nonzero superfluid weight is a necessary condition for a nonzero Berezinsky-KosterlitzThouless (BKT) transition temperature, which is the critical temperature for superconductivity in two dimensions. The superfluid weight is conventionally given by $D_{s}=n_{e} / m^{*}$, where $n_{e}$ is the total particle density and

[^0]$m^{*}$ is the effective mass. In a flat band, single particles localize and $m^{*}$ diverges, which indicates vanishing superfluid weight. However, in multiband models, the superfluid weight has an additional geometric contribution which can be nonzero even in the case of flat bands [5-7]. In the isolated band limit, this contribution has been shown [5] to be related to the quantum metric [8-10]. Monte Carlo results are in good agreement with this prediction [11-13]. Flat band superconductivity has attracted immense interest due to its relevance in magic-angle twisted bilayer graphene [14-16] and other moiré materials [17-21]. In particular, the potential importance of the geometric contribution to the superfluid weight has been shown in theoretical studies of twisted bilayer graphene [22-25], and has also been explored experimentally [26].

There is, however, a fundamental problem in the relation between the superfluid weight and the quantum metric as presented in previous literature. Consider a gedanken transformation that changes the orbital locations of a lattice model without altering the hopping terms. The superfluid weight is invariant under such transformations. On the other hand, the quantum metric depends not only on the tight-binding parameters of the lattice model, but also on the locations of the orbitals. We show that this discrepancy in mean-field theory is resolved by properly accounting for the dependence of the order parameters on the magnetic vector potential. This dependence is crucial in multiband models, where the order parameters in different orbitals can have different complex phases. We show that accounting for the behavior of the order parameters is necessary even in systems


FIG. 1. BKT temperature computed for the square lattice (gray) and for the Lieb lattice with a half-filled flat band (blue, green and yellow) with different values of the hopping staggering (see Fig. 2). Inset: BKT temperature at interactions $0.2 \leq|U| \leq 3$. The flat band is isolated from the other bands by a band gap $E_{\text {gap }}=\sqrt{8} \delta$. The highest BKT temperatures are obtained when $\delta=0$, corresponding to the situation where the gap between the flat band and dispersive bands closes, resulting in a linear band touching. The BKT temperature for the square lattice (gray) is exponentially suppressed at low interactions, whereas $T_{B K T}$ on the isolated flat band is proportional to $|U|$. All energies are given in units of the average inter-lattice-site hopping energy $t$.
with time-reversal symmetry and uniform pairing, contradicting previous literature $[5,27]$. We derive complete equations for the mean-field superfluid weight, and show that the use of the simpler equations provided in previous literature can lead to quantitative and, in extreme cases, qualitative errors where the superfluid weight is incorrectly nonzero. Within our general mean-field framework, we study lattice models with both isolated and non-isolated flat bands. We show that, in time-reversal symmetric systems, the superfluid weight for isolated flat bands is proportional to the minimal quantum metric, which is the quantum metric with the smallest possible trace for the considered lattice model.

These conclusions in mean field theory are mirrored by exact calculations of the Cooper pair mass in attractive Hubbard models possessing a uniform pairing condition. We find two contributions to the effective mass in perturbation theory: the quantum metric and a competing nonuniversal term. However, we show that the space group symmetries strongly constrain the latter. If the orbitals are located at high symmetry positions such that they are pinned in location by the lattice symmetries, then this non-universal term vanishes and the quantum metric is the unique contribution to the Cooper pair mass. We propose a simple extension of the uniform pairing condi-
tion that guarantees the non-universal term vanishes.
Based on our results, we conclude that lower bounds for the superfluid weight in terms of topological invariants such as the Chern number [5] and Euler class [22] are valid, but the use of other bounds which depend on orbital positions $[6,12]$ requires additional conditions, e.g. space group symmetries. In obstructed atomic limits [12], the superfluid weight is only bounded by real space invariants computed at the high-symmetry positions. Moreover, we discuss which results in previous literature are likely to be accurate, and which would need revisiting based on the complete formula for the superfluid weight.

In order to understand the behavior of non-isolated flat bands, we also study the effect of closing the gap between the flat band and dispersive bands. Remarkably, we show that a band touching can actually be beneficial for superconductivity (see Fig. 1). This is important, as it means that one does not need to find systems where the flat band is separated from the other bands by a large energy scale. If isolated bands were needed, trying to achieve a higher critical temperature would mean that larger band gaps were required to avoid thermal excitations to the other bands - this could be a severe limitation especially when searching for room temperature superconductivity. Our results show that such isolation is not necessarily needed. In contrast, band touchings can enhance $T_{B K T}$ or $T_{c}$.

We also investigate the effect of different types of band touchings, and show that the quantum geometry of the flat band alone is not sufficient to describe superconductivity in the non-isolated band limit: the type of band touching matters too, and can actually be used as a design degree of freedom when optimizing the critical temperature. We complement our numerical results with an analytic treatment of interacting bipartite crystalline lattices with mean field theory, yielding relations between the pairing strengths on different sublattices.

Overall, our results are promising for harnessing the potential of flat bands in increasing the critical temperature of superconductivity. This potential is illustrated by Fig. 1. For large interactions, dispersive band structures are often as good or better than flat band systems. In contrast, for weak interactions (typically $|U|<t$ ), flat bands provide a clear, even radical, advantage. This makes it possible to utilize a wider class of systems and materials for high temperature superconductivity since interactions do not need to be strong. The potential of flat bands to offer high critical temperature even for weak interactions may also help avoid bipolarons and charge density waves competing with superconductivity at large interactions [28, 29].

This article is structured as follows. In Sec II, we derive the complete equations for the superfluid weight and show how they differ from the results obtained in previous literature. We then revisit superconductivity in isolated flat bands in Sec. III, and show that the superfluid weight is related to the minimal quantum metric. Sec. IV
illustrates our general results within the specific example of the Lieb lattice. In Sec. V, we show how the general conclusions given by the superfluid weight calculations can be obtained by derivation of the many-body effective Cooper pair mass in a flat band, and how symmetries can guarantee that the quantum metric is minimal. In Sec. VI, we study non-isolated flat bands, and show that the highest $T_{B K T}$ can occur when the flat band is not isolated from the dispersive bands. The validity of results given in previous literature is discussed in Sec. VII. Finally, we summarize our conclusions in Sec. VIII.

## II. SUPERFLUID WEIGHT IN MULTIBAND MEAN-FIELD MODELS

## A. The model Hamiltonian

We study the Hubbard model on a multiband lattice

$$
\begin{align*}
H & =\sum_{\sigma} \sum_{i \alpha, j \beta}\left(t_{i \alpha, j \beta}^{\sigma}-\mu \delta_{i \alpha, j \beta}\right) c_{i \alpha \sigma}^{\dagger} c_{j \beta \sigma} \\
& +U \sum_{i \alpha} c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger} c_{i \alpha \downarrow} c_{i \alpha \uparrow} \tag{1}
\end{align*}
$$

where $i, j$ label the unit cells and $\alpha, \beta$ the orbitals in a unit cell. The hopping amplitude from site $j \beta$ to $i \alpha$ for spin $\sigma$ is $t_{i \alpha, j \beta}^{\sigma}$ and $U<0$ is the on-site interaction strength. The particle number is tuned by the chemical potential $\mu$. We use the usual mean-field approximation $U c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger} c_{i \alpha \downarrow} c_{i \alpha \uparrow} \approx \Delta_{i \alpha} c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger}+$ H.c. $-\left|\Delta_{i \alpha}\right|^{2} / U$, where $\Delta_{i \alpha}=U\left\langle c_{i \alpha \downarrow} c_{i \alpha \uparrow}\right\rangle$. We will focus on solutions where the order parameter is uniform on each orbital, $\Delta_{i \alpha}=\Delta_{\alpha}$, i.e. it does not depend on the unit cell index $i$ but can depend on the orbital index $\alpha$.

## B. Superfluid weight from the free energy

The superfluid weight can be defined as the change in free energy $F=\Omega+\mu N$, where $\Omega$ is the grand canonical potential and $N$ is the particle number, due to a change in the phase of the order parameters $\Delta_{i \alpha} \rightarrow \Delta_{i \alpha} e^{2 i \boldsymbol{q} \cdot \boldsymbol{r}_{i \alpha}}[5$, 30], with $\boldsymbol{r}_{i \alpha}$ being the position of the site $i \alpha$ :

$$
\begin{equation*}
\left[D_{s}\right]_{i j}=\left.\frac{1}{V} \frac{\mathrm{~d}^{2} F}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}} . \tag{2}
\end{equation*}
$$

Here, $V$ is the volume of the system. The derivative is taken at a constant temperature, but the other thermodynamic variables are allowed to vary with $\boldsymbol{q}$.

Introducing the phase $e^{2 i \boldsymbol{q} \cdot \boldsymbol{r}_{i \alpha}}$ into Eq. (1), the Fourier
transformed mean-field Hamiltonian reads

$$
\begin{align*}
H(\boldsymbol{q}) & =\sum_{\boldsymbol{k}} \boldsymbol{c}_{\boldsymbol{k}}^{\dagger} H_{\mathrm{BdG}}(\boldsymbol{k}) \boldsymbol{c}_{\boldsymbol{k}} \\
& +\sum_{\boldsymbol{k}} \operatorname{Tr} H_{\boldsymbol{k}}^{\downarrow}-n N_{c} \mu-N_{c} \sum_{\alpha} \frac{\left|\Delta_{\alpha}(\boldsymbol{q})\right|^{2}}{U},  \tag{3}\\
H_{\mathrm{BdG}}(\boldsymbol{k}) & =\left(\begin{array}{cc}
H_{\boldsymbol{q}+\boldsymbol{k}}^{\uparrow}-\mu \mathbf{1} & \boldsymbol{\Delta} \\
\boldsymbol{\Delta}^{\dagger} & -\left(H_{\boldsymbol{q}-\boldsymbol{k}}^{\downarrow}\right)^{*}+\mu \mathbf{1}
\end{array}\right), \tag{4}
\end{align*}
$$

where $\boldsymbol{c}_{\boldsymbol{k}}=\quad\left(c_{\boldsymbol{q}+\boldsymbol{k}, \alpha=1, \uparrow}, \ldots, c_{\boldsymbol{q}+\boldsymbol{k}, \alpha=n, \uparrow}\right.$, $\left.c_{\boldsymbol{q}-\boldsymbol{k}, \alpha=1, \downarrow}^{\dagger}, \ldots, c_{\boldsymbol{q}-\boldsymbol{k}, \alpha=n, \downarrow}^{\dagger}\right)^{\mathrm{T}}$ and $n$ is the number of bands. The number of unit cells is denoted by $N_{c}$, and $\boldsymbol{\Delta}=\operatorname{diag}\left(\Delta_{1}, \ldots, \Delta_{n}\right)$. The matrix $H_{k}^{\sigma}$ is the Fourier transformation of the kinetic Hamiltonian for spin $\sigma$, $\left[H_{k}^{\sigma}\right]_{\alpha \beta}=\sum_{i} t_{i \alpha, 0 \beta}^{\sigma} e^{-i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{i}+\boldsymbol{\delta}_{\alpha}-\boldsymbol{\delta}_{\boldsymbol{\beta}}\right)}$, where $\boldsymbol{R}_{\boldsymbol{i}}$ is the position of the $i$ th unit cell and $\boldsymbol{\delta}_{\boldsymbol{\alpha}}=\boldsymbol{r}_{\boldsymbol{i} \boldsymbol{\alpha}}-\boldsymbol{R}_{\boldsymbol{i}}$. Here we have used the Fourier transformation

$$
\begin{equation*}
c_{\boldsymbol{k} \alpha \sigma}=\frac{1}{\sqrt{N_{c}}} \sum_{i} e^{-i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{i}+\boldsymbol{\delta}_{\alpha}\right)} c_{i \alpha \sigma} \tag{5}
\end{equation*}
$$

which takes the intra-unit cell positions of the orbitals into account. Another convention that is often used is

$$
\begin{equation*}
c_{\boldsymbol{k} \alpha \sigma}=\frac{1}{\sqrt{N_{c}}} \sum_{i} e^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{\boldsymbol{i}}} c_{i \alpha \sigma} \tag{6}
\end{equation*}
$$

which corresponds to setting all $\delta_{\boldsymbol{\alpha}}=\mathbf{0}$. This latter convention has the advantage of making the Hamiltonian explicitly periodic in reciprocal space. However, the choice of the orbital positions plays an essential role, as we will show, in relating the superfluid weight to quantum geometry.
The equilibrium state minimizes the grand canonical potential

$$
\begin{align*}
\Omega & =-\frac{1}{\beta} \sum_{k} \sum_{i} \ln \left[1+\exp \left(-\beta E_{\boldsymbol{k}, i}\right)\right] \\
& +\sum_{k} \operatorname{Tr} H_{\boldsymbol{k}}^{\downarrow}-n N_{c} \mu-N_{c} \sum_{\alpha} \frac{\left|\Delta_{\alpha}\right|^{2}}{U}, \tag{7}
\end{align*}
$$

where $E_{\boldsymbol{k}, i}$ are the eigenvalues of the Bogoliubov-deGennes Hamiltonian $H_{\text {BdG }}(\boldsymbol{k})$. The order parameters for a given chemical potential and temperature can thus be solved by minimizing $\Omega$, or equivalently by solving the gap equation. The particle number is controlled by the chemical potential $\mu$, and fulfills the equation $N=-\partial \Omega / \partial \mu$.

Equation (2) can be cumbersome to use, as it requires knowledge of the state at nonzero $\boldsymbol{q}$. In previous literature [5], it has been shown that this equation simplifies to $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ for systems with timereversal symmetry (TRS) - and assuming that the order parameter is always real, even for nonzero $\boldsymbol{q}$. The partial derivative is taken with all variables but $\boldsymbol{q}$ is kept constant, meaning only knowledge of the ground state is
required (e.g., only $\Delta(\boldsymbol{q}=0)$ is needed, not $\Delta(\boldsymbol{q} \neq 0))$. This simplified equation has been used for example to show that the superfluid weight of isolated flat bands is proportional to the quantum metric. A salient problem with that result, however, is that the quantum metric depends on the positions of the orbitals $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$ through Eq. (5). On the other hand, the superfluid weight is invariant under changes of $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$ : this is immediately clear from the definition (2), given that the free energy does not depend on intra-unit cell positions (when the hopping amplitudes $t_{i \alpha, j \beta}$ have been fixed constant). Using the terminology introduced in Ref. [31], the superfluid weight is geometry-independent while the quantum metric is geometry-dependent. The source of this discrepancy is the assumption that all order parameters are real even at nonzero $\boldsymbol{q}$. For a single-band model, this assumption can always be made, because of the freedom in the phase of the order parameter. However, for a multiband model, the order parameters can have orbital-dependent phases, and cannot, in general, be made simultaneously real by changing only the overall phase.

To understand how the problem arises, let us express $\mathrm{d}^{2} F / \mathrm{d} q_{i} \mathrm{~d} q_{j}$ in terms of partial derivatives of the grand canonical potential. For all the equations, we will fix the overall phase of the order parameters by imposing reality and positivity on a nonzero order parameter for one of the orbitals; we choose it to be $\Delta_{1}(\boldsymbol{q})$. For simplicity, we will focus here on a system with time reversal symmetry, which implies that $\mu(\boldsymbol{q})=\mu(-\boldsymbol{q})$ and $\Delta_{\alpha}(\boldsymbol{q})=\Delta_{\alpha}^{*}(-\boldsymbol{q})$ [5]. Hence at $\boldsymbol{q}=\mathbf{0}$, the derivatives of the order parameters are purely imaginary and $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{q=0}=0$. The general case without TRS is treated in Appendix A. Using the chain rule, the first derivative of the grand potential may be written as

$$
\begin{equation*}
\frac{\mathrm{d} \Omega}{\mathrm{~d} q_{i}}=\frac{\partial \Omega}{\partial q_{i}}+\frac{\partial \Omega}{\partial \mu} \frac{\mathrm{d} \mu}{\mathrm{~d} q_{i}}+\sum_{\alpha} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{I}} \frac{\mathrm{~d} \Delta_{\alpha}^{I}}{\mathrm{~d} q_{i}}+\sum_{\alpha} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{R}} \frac{\mathrm{~d} \Delta_{\alpha}^{R}}{\mathrm{~d} q_{i}}, \tag{8}
\end{equation*}
$$

where we have used the notation $\Delta_{\alpha}^{I}=\operatorname{Im}\left(\Delta_{\alpha}\right)$ and $\Delta_{\alpha}^{R}=\operatorname{Re}\left(\Delta_{\alpha}\right)$. Taking the total derivative of Eq. (8) with reference to $q_{j}$ and setting $\boldsymbol{q}=\mathbf{0}$ yields

$$
\begin{align*}
\left.\frac{\mathrm{d}^{2} F}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}} & =\left.\frac{\mathrm{d}^{2} \Omega}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}}-\left.\frac{\partial \Omega}{\partial \mu} \frac{\mathrm{d}^{2} \mu}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}}  \tag{9}\\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} q_{j}} \frac{\partial \Omega}{\partial q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}  \tag{10}\\
& =\left.\frac{\partial^{2} \Omega}{\partial q_{i} \partial q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}}+\left.\sum_{\alpha} \frac{\partial^{2} \Omega}{\partial \Delta_{\alpha}^{I} \partial q_{i}} \frac{\mathrm{~d} \Delta_{\alpha}^{\mathrm{I}}}{\mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}} \tag{11}
\end{align*}
$$

We have used that $\partial \Omega / \partial \Delta_{\alpha}=0$ at all $\boldsymbol{q}$, which is equivalent to the gap equation, and that the total particle number $N=-\partial \Omega / \partial \mu$ is constant. Due to TRS, the derivatives of the order parameters are purely imaginary at $\boldsymbol{q}=\mathbf{0}$ and $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{\boldsymbol{q}=\mathbf{0}}=0$, which is why only the total derivatives of $\Delta_{\alpha}^{I}$ appear on the third line. Since
$\partial \Omega / \partial \Delta_{\alpha}=0$ holds at all $\boldsymbol{q}$, we have
$0=\left.\frac{\mathrm{d}}{\mathrm{d} q_{i}} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{I}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left.\frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{\alpha}^{I}}\right|_{\boldsymbol{q}=\mathbf{0}}+\left.\sum_{\beta} \frac{\partial^{2} \Omega}{\partial \Delta_{\alpha}^{I} \partial \Delta_{\beta}^{I}} \frac{\mathrm{~d} \Delta_{\beta}^{I}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}$.
Using this identity, we can write Eq. (11) in a more concise form

$$
\begin{align*}
\left.\frac{\mathrm{d}^{2} F}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}} & =\left.\frac{\partial^{2} \Omega}{\partial q_{i} \partial q_{j}}\right|_{\boldsymbol{q}=0}-\left.\left(\mathrm{d}_{i} \Delta^{I}\right)^{\mathrm{T}} \partial_{\Delta^{I}}^{2} \Omega\left(\mathrm{~d}_{j} \Delta^{I}\right)\right|_{\boldsymbol{q}=0} \\
\mathrm{~d}_{i} \Delta^{I} & =\left(\frac{\mathrm{d} \Delta_{2}^{I}}{\mathrm{~d} q_{i}}, \ldots, \frac{\mathrm{~d} \Delta_{n}^{I}}{\mathrm{~d} q_{i}}\right)^{\mathrm{T}},  \tag{13}\\
\partial_{\Delta^{I}}^{2} \Omega & =\left(\begin{array}{ccc}
\frac{\partial^{2} \Omega}{\partial \Delta_{2}^{I} \partial \Delta_{2}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{2}^{I} \partial \Delta_{n}^{I}} \\
\vdots & \ddots & \vdots \\
\frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{2}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{n}^{I}}
\end{array}\right) \tag{15}
\end{align*}
$$

The partial derivatives in $\partial_{\Delta I}^{2} \Omega$ are taken by varying the involved order parameter while keeping all other variables constant. The order parameter $\Delta_{1}$ does not appear in $\mathrm{d}_{i} \Delta^{I}$ and $\partial_{\Delta I}^{2} \Omega$ because we assumed that $\Delta_{1}$ is always taken real and positive. If the overall phase of the order parameters is not fixed, an additional row and column containing the derivatives involving $\Delta_{1}$ needs to be added to $\partial_{\Delta I}^{2} \Omega$.

Clearly, $\mathrm{d}^{2} F /\left.\mathrm{d} q_{i} \mathrm{~d} q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}=\partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ when $\mathrm{d} \Delta_{\alpha}^{I} /\left.\mathrm{d} q_{i}\right|_{\boldsymbol{q}=\mathbf{0}}=0$. This holds if the order parameters are real also at nonzero $\boldsymbol{q}$. It has been argued in previous literature that the simplified equation $\left[D_{s}\right]_{i j}=$ $\partial^{2} \Omega /\left.\partial q_{i} \partial q_{i}\right|_{q=0}$ can be used in systems with TRS, as in such systems the order parameters can be made real with a transformation of the form $c_{i \alpha} \rightarrow c_{i \alpha} e^{i \theta_{i \alpha}(\boldsymbol{q})}[5]$. Since this transformation has no effect on the eigenvalues of $H_{\mathrm{BdG}}$ or on the absolute values of the order parameters, the free energy remains unchanged, and there is no effect on the superfluid weight. However, the derivatives of the order parameters (the rightmost term in Eq. 13), and $\partial^{2} \Omega / \partial q_{i} \partial q_{j}$, are not conserved under this transformation; they both change in such a way that the left-hand side of Eq. 13 remains invariant. Therefore, when using $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$, it is crucial to compute the partial derivative after the transformation $c_{i \alpha} \rightarrow c_{i \alpha} e^{i \theta_{i \alpha}(\boldsymbol{q})}$ is performed. In practice, one cannot assume that this simplified equation holds without knowledge of the behavior of the order parameters at nonzero $\boldsymbol{q}$ even in systems with TRS. This fact was correctly pointed out in Ref. [27]. However, it was stated therein that the additional terms are zero when the orbitals are equivalent. This is not generally the case: the introduction of the vector $\boldsymbol{q}$ in the systems typically breaks the very symmetry of the lattice which guaranteed equal pairing at the orbitals, meaning that the order parameters at nonzero $\boldsymbol{q}$ can differ by a phase even if they are equal at $\boldsymbol{q}=\mathbf{0}$.

It is straightforward to show that the additional terms in Eq. (13) are always negative for $i=j$. The matrix $\partial_{\Delta I}^{2} \Omega$ is the Hessian matrix of the grand canonical potential, and since the order parameters are a minimum of $\Omega$, it is positive semidefinite. It follows immediately that $\left(\mathrm{d}_{i} \Delta\right)^{T} \partial_{\Delta^{I}}^{2} \Omega\left(\mathrm{~d}_{i} \Delta\right) \geq 0$, which means that $(1 / V) \partial^{2} \Omega /\left.\partial q_{i}^{2}\right|_{\boldsymbol{q}=\mathbf{0}} \geq\left[D_{s}\right]_{i i}$. This implies that $\partial^{2} \Omega / \partial q_{i} \partial q_{j}$ can predict values that are much larger than the correct superfluid weight, including the case of indicating a nonzero superfluid weight when it is in fact vanishing.

The derivatives $\mathrm{d} \Delta_{\alpha} / \mathrm{d} q_{i}$ can be computationally expensive to evaluate, as they seem to require solving the gap equation at different nonzero $\boldsymbol{q}$. Remarkably, however, their computation requires only knowledge of the ground state at $\boldsymbol{q}=\mathbf{0}$. This method relies on the system of equations given in Eq. (12), which can be written in matrix form as

$$
\begin{align*}
& \left(\partial_{\Delta^{I}}^{2} \Omega\right) \mathrm{d}_{i} \Delta^{I}=-\boldsymbol{b}_{\boldsymbol{i}}  \tag{16}\\
& \boldsymbol{b}_{\boldsymbol{i}}=\left(\frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{2}^{I}}, \ldots, \frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{n}^{I}}\right)^{\mathrm{T}} \tag{17}
\end{align*}
$$

The derivatives of the order parameters are thus $\mathrm{d}_{i} \Delta^{I}=$
$-\left(\partial_{\Delta_{I}}^{2} \Omega\right)^{-1} \boldsymbol{b}_{\boldsymbol{i}}$, which involves only partial derivatives of $\Omega$ and does not require knowledge of the state at nonzero $\boldsymbol{q}$. Note that if we had not fixed the overall phase of the order parameters by choosing $\Delta_{1}$ real and positive, the gap equation would have an infinite number of solutions due to the freedom in this phase. In this case, the Hessian matrix would contain the terms related to partial derivatives w.r.t. $\Delta_{1}^{I}$ and would not be invertible.

## C. Superfluid weight from linear response: the conventional and geometric contributions

In previous literature, the superfluid weight has been split into so-called conventional and geometric parts [5, 6]. The conventional part is the only component present in single-band models, and is related to the derivatives of the band structure. It vanishes in the flat-band limit. The geometric part is a purely multiband component which can be nonzero even on flat bands. Expressions for these components have been derived from linear response theory [6], but without accounting for the dependence of the order parameters on the vector potential. We compute the full mean-field superfluid weight from linear response theory in Appendix D, and obtain

$$
\begin{equation*}
\left[D_{s}\right]_{i j}=\frac{1}{V} \sum_{\boldsymbol{k}, a b} \frac{n_{F}\left(E_{a}\right)-n_{F}\left(E_{b}\right)}{E_{b}-E_{a}}\left[\left\langle\psi_{a}\right| \partial_{i} \widetilde{H}_{\boldsymbol{k}}\left|\psi_{b}\right\rangle\left\langle\psi_{b}\right| \partial_{j} \widetilde{H}_{\boldsymbol{k}}\left|\psi_{a}\right\rangle-\left\langle\psi_{a}\right|\left(\partial_{i} \widetilde{H}_{\boldsymbol{k}} \gamma^{z}+\delta_{i} \Delta\right)\left|\psi_{b}\right\rangle\left\langle\psi_{b}\right|\left(\partial_{j} \widetilde{H}_{\boldsymbol{k}} \gamma^{z}+\delta_{j} \Delta\right)\left|\psi_{a}\right\rangle\right] \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
\partial_{i} \widetilde{H_{\boldsymbol{k}}} & =\left(\begin{array}{cc}
\left.\frac{\partial H_{k^{\prime}}^{\uparrow}}{\partial k_{i}^{\prime}}\right|_{\boldsymbol{k}^{\prime}=\boldsymbol{k}} & 0 \\
0 & \left.\frac{\partial\left(H_{k^{\prime}}^{\downarrow}\right)^{*}}{\partial k_{i}^{\prime}}\right|_{\boldsymbol{k}^{\prime}=-\boldsymbol{k}}
\end{array}\right) \\
\delta_{i} \Delta & =\left(\begin{array}{cc}
0 & \frac{\mathrm{~d} \boldsymbol{\Delta}}{\mathrm{~d} q_{i}} \\
\frac{\mathrm{~d} \mathbf{\Delta}^{\dagger}}{\mathrm{d} q_{i}} & 0
\end{array}\right) \tag{19}
\end{align*}
$$

Here, $\gamma^{z}=\sigma_{z} \otimes \mathbf{1}_{n \times n}$, where $\sigma_{i}$ are Pauli matrices and $\mathbf{1}_{n \times n}$ is the $n \times n$ identity matrix. The eigenvalues and eigenvectors of $H_{\mathrm{BdG}}$ are $E_{a}$ and $\left|\psi_{a}\right\rangle$ respectively, and $n_{F}(E)$ is the Fermi-Dirac distribution at $E$. The prefactor in (18) should be understood as $-\partial n_{F}(E) / \partial E$ when $E_{a}=E_{b}$. This expression differs from the one given in [6] by the addition of $\delta_{i} \Delta$ in the second term on the RHS of Eq. (18), which accounts for the derivatives of the order parameters.

To separate the conventional and geometric contributions, we write the eigenvectors in terms of the Bloch functions $\left|m_{\boldsymbol{k}}\right\rangle_{\sigma}:\left|\psi_{a}\right\rangle=\sum_{m=1}^{n}\left(w_{+, a m}|+\rangle \otimes\left|m_{\boldsymbol{k}}\right\rangle_{\uparrow}+\right.$ $\left.w_{-, a m}|-\rangle \otimes\left|m_{-k}^{*}\right\rangle_{\downarrow}\right)$, where $\left|m_{\boldsymbol{k}}\right\rangle_{\uparrow}$ is the eigenvector of $H_{\boldsymbol{k}}^{\uparrow}$ with eigenvalue $\epsilon_{\uparrow, m, \boldsymbol{k}},\left|m_{-\boldsymbol{k}}^{*}\right\rangle_{\downarrow}$ is the eigenvector of $\left(H_{-\boldsymbol{k}}^{\downarrow}\right)^{*}$ with eigenvalue $\epsilon_{\downarrow, m,-\boldsymbol{k}}$, and $| \pm\rangle$ are the eigen-
vectors of $\sigma_{z}$ with eigenvalues $\pm 1$. Then

$$
\begin{gather*}
{\left[D_{s, \text { conv }}\right]_{\mu \nu}=\sum_{k} \sum_{m n} C_{n n}^{m m}\left[j_{\mu}^{\uparrow}(\boldsymbol{k})\right]_{m m}\left[j_{\nu}^{\downarrow}(\boldsymbol{k})\right]_{n n},} \\
C_{p q}^{m n}=4 \sum_{a b} \frac{n_{F}\left(E_{a}\right)-n_{F}\left(E_{b}\right)}{E_{b}-E_{a}} w_{+, a m}^{*} w_{+, b n} w_{-, b p}^{*} w_{-, a q}, \\
{\left[j_{\mu}^{\sigma}(\boldsymbol{k})\right]_{m n}={ }_{\sigma}\left\langle m_{\boldsymbol{k}}\right| \partial_{\mu} H_{\boldsymbol{k}}^{\sigma}\left|n_{\boldsymbol{k}}\right\rangle_{\sigma},} \tag{20}
\end{gather*}
$$

where $\partial_{\mu}=\partial / \partial_{k_{\mu}}$. The geometric contribution is $D_{s, \text { geom }}=D_{s}-D_{s, \text { conv }}$.

The expression for the conventional contribution matches the one given in Ref. [6], but the geometric contribution contains terms arising from the derivatives of the imaginary components of the order parameters. All the new additional terms in Eq. (13) (i.e., other than the partial derivative of the grand potential) are thus added to the geometric contribution, which is reasonable, as they can only be nonzero in multiband models. This split into conventional and geometric contributions is independent of the choice of orbital positions, and as we show below, the geometric part is related to the minimal quantum metric in isolated flat bands. These definitions are valid in a system with TRS, where the derivatives of the order parameters can be made purely imaginary at $\boldsymbol{q}=0$ [5]. In a system without TRS, there are addi-
tional terms arising from the derivatives of the real parts of the order parameters which can be nonzero even in a single-band system.

The superfluid weights derived from the free energy, Eq. 13, and by linear response, Eq. 18 are equal, as shown in Appendix E. We have verified numerically that both methods yield the same results in all examples studied in this article.

## III. QUANTUM METRIC AND ISOLATED FLAT BANDS

The quantum metric of a set of bands $\mathcal{S}$ is the real part of the quantum geometric tensor

$$
\begin{equation*}
\mathcal{B}_{i j}(\boldsymbol{k})=2 \operatorname{Tr} P(\boldsymbol{k}) \partial_{i} P(\boldsymbol{k}) \partial_{j} P(\boldsymbol{k}) \tag{21}
\end{equation*}
$$

where $P(\boldsymbol{k})=\sum_{m \in \mathcal{S}}\left|m_{\boldsymbol{k}}\right\rangle\left\langle m_{\boldsymbol{k}}\right|$ is the projector into the Bloch states of the bands at $\boldsymbol{k}$. The quantum metric has been previously related to the superfluid weight, most prominently in the limit of isolated flat bands with TRS and where the pairing is uniform in all orbitals where $\Delta_{\alpha} \neq 0$, i.e. $\Delta_{\alpha}=\Delta$ for all $\Delta_{\alpha} \neq 0[5,6,32]$. In such systems, the superfluid weight is given by

$$
\begin{align*}
{\left[D_{s}\right]_{i j} } & =\frac{4 f(1-f)}{(2 \pi)^{D-1}}|U| n_{\phi} \mathcal{M}_{i j}  \tag{22}\\
\mathcal{M}_{i j} & =\frac{1}{2 \pi} \int_{\text {B.Z. }} \mathrm{d}^{2} \boldsymbol{k} \operatorname{Re}\left(\mathcal{B}_{i j}(\boldsymbol{k})\right) \tag{23}
\end{align*}
$$

Here $f$ is the filling fraction of the band, $\mathcal{M}_{i j}$ is the quantum metric of the isolated flat band, $n_{\phi}^{-1}$ is the number of orbitals where pairing is nonzero and $D$ is the dimension of the system. This result is derived from mean-field theory using the equality $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$, or the equivalent linear response equations [5-7]. However, as we have shown in Section II, this equation is only accurate in special cases, even in systems with TRS and uniform pairing. We will show here that, nevertheless, it is actually possible to derive a general connection between the superfluid weight and the quantum geometry, but the relevant quantity turns out to be the minimal quantum metric, i.e. the quantum metric with the lowest possible trace over all possible orbital positions.

As stated in Sec. IIB, $\partial^{2} \Omega /\left.\left(\partial q_{i}\right)^{2}\right|_{q=0} \geq$ $\mathrm{d}^{2} F /\left.\left(\mathrm{d} q_{i}\right)^{2}\right|_{q=0}$ in presence of TRS. Without TRS, this inequality may not be true when $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{\boldsymbol{q}=\mathbf{0}} \neq 0$ (see Sec. VII A). When the inequality is saturated, the quantum metric is directly related to the superfluid weight. Otherwise, it gives an upper bound. We will first show that in systems with TRS, there always exists a point where the inequality is saturated. The property $\Delta(\boldsymbol{q})=\Delta^{*}(-\boldsymbol{q})$ implies that

$$
\begin{equation*}
\left.\frac{\mathrm{d} \Delta_{\alpha}}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left.i \Delta_{\alpha} \frac{\mathrm{d} \theta_{\alpha}}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}} \tag{24}
\end{equation*}
$$

where $\theta_{\alpha}$ is the phase of the order parameter $\Delta_{\alpha}=$ $\left|\Delta_{\alpha}\right| e^{i \theta_{\alpha}}$. As before, we fix $\theta_{1}=0$, with $\Delta_{1}$ a nonzero order parameter. It follows from Eq. (24) that $\mathrm{d} \Delta_{\alpha} / \mathrm{d} q_{i}=0$ can only be nonzero if $\mathrm{d} \theta_{\alpha} / \mathrm{d} q_{i}=0$, or if $\Delta_{\alpha}=0$ meaning there is no pairing in the orbital.

Let us now assume that the order parameters for a choice of intra-unit-cell positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$ are $\left|\Delta_{\alpha}(\boldsymbol{q})\right| e^{i \theta_{\alpha}(\boldsymbol{q})}$. The order parameters in the same model for another choice of positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}+\boldsymbol{x}_{\alpha}\right\}$ are $\left|\Delta_{\alpha}(\boldsymbol{q})\right| e^{i \widetilde{\theta_{\alpha}}(\boldsymbol{q})}$, with $\widetilde{\theta_{\alpha}}(\boldsymbol{q})=\theta_{\alpha}(\boldsymbol{q})-2 \boldsymbol{q} \cdot \boldsymbol{x}_{\alpha}$ (see Appendix. B). Therefore

$$
\begin{equation*}
\frac{\mathrm{d} \widetilde{\theta_{\alpha}}(\boldsymbol{q})}{\mathrm{d} q_{i}}=\frac{\mathrm{d} \theta_{\alpha}(\boldsymbol{q})}{\mathrm{d} q_{i}}-2 x_{\alpha}^{i} . \tag{25}
\end{equation*}
$$

To set $\mathrm{d} \Delta_{\alpha} / \mathrm{d} q_{i}=0$ and guarantee that $\left[D_{s}\right]_{i j}=$ $(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=\mathbf{0}}$, we can thus shift the orbital positions by

$$
\begin{equation*}
x_{\alpha}^{i}=\left.\frac{1}{2} \frac{\mathrm{~d} \theta_{\alpha}(\boldsymbol{q})}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}} \tag{26}
\end{equation*}
$$

With the overall phase of the order parameters fixed, the order parameters are uniquely defined, and this shift is unique for all orbitals where $\Delta_{\alpha} \neq 0$. The resulting positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}+\boldsymbol{x}_{\boldsymbol{\alpha}}\right\}$ are independent of the particular initial choice of $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$ (see Appendix C). If we had not fixed the overall phase, the positions where $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ would be unique up to an overall translation. The quantum metric computed for this appropriate set of positions is related to the superfluid weight directly. We find precise analogs of these results in the uniform pairing Hubbard models considered in Sec. V.

We have shown that positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}+\boldsymbol{x}_{\alpha}\right\}$ where $D_{s}$ is related to the quantum metric exist, but solving them from Eq. (26) requires knowledge of the derivative of the order parameters at some set of orbital positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$. This would still require solving the gap equation at a finite $\boldsymbol{q}$ to know which quantum metric is related to the superfluid weight. We will now show that it is possible to compute the correct quantum metric without solving the gap equation: it is the one with the smallest possible trace.

As shown previously [5], $\partial^{2} \Omega / \partial q_{i} \partial q_{j} \propto \mathcal{M}_{i j}$, and $\partial^{2} \Omega / \partial q_{i}^{2} \geq \mathrm{d}^{2} F / \mathrm{d} q_{i}^{2}$. The result obtained from the quantum metric is thus always an upper bound for the diagonal components of the superfluid weight, and this upper bound is tight for the particular choice of positions that makes the derivatives of the order parameters zero: this is thus a minimum over all possible choices of orbital positions. For an isolated flat band, the quantum metric with the smallest possible integral of its diagonal components is thus proportional to the superfluid weight. Since all diagonal components are as small as possible, this is the quantum metric with the smallest possible trace.
The relationship between the superfluid weight and the quantum metric has been used to derive lower bounds for the superfluid weight in flat band systems. Our result
shows that for such a lower bound to be valid, it needs to be a lower bound for the quantum metric for any choice of the orbital positions. The validity of some lower bounds found in literature is discussed in Sec. VII.

## IV. EXAMPLE: SUPERFLUID WEIGHT, QUANTUM METRIC, AND ORBITAL POSITIONS IN THE LIEB LATTICE

To illustrate the importance of the additional terms of superfluid weight derived in Sections II and III, and the role of orbital positions, we study the superfluid weight in the Lieb lattice, shown in Fig. 2a). This model has time-reversal symmetry and is invariant under the interchange of the $A$ and $C$ orbitals When $\delta=0$ and $a=\frac{1}{2}$, the Lieb lattice possess $C_{4}$ rotation symmetry, inversion symmetry, and reflection symmetry that interchanges the $A, C$ orbitals, and thus belongs to symmetry group $C_{4 v}$. Changing $\delta \neq 0$ or $a \neq \frac{1}{2}$ destroys the $C_{4}$ and inversion symmetries, but the mirror symmetries are preserved, thus reducing to symmetry group to $C_{s}$. The flat band states reside solely on the $A$ and $C$ sites. The staggering of the hopping amplitudes is controlled by the parameter $\delta$, and introduces a band gap $E_{\text {gap }}=\sqrt{8} \delta$, as shown in Fig. 2b. We employ the parameter $a$ to control the distance between the $B$ site and the $A / C$ sites in a unit cell, and take the volume of a unit cell to be 1 . We use the average inter-site hopping amplitude as our energy unit. The complete equation (13) yields a result that is independent of the choice of orbital positions (see Fig. 2ce), contrary to $(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$. In the extreme case $\delta=1$, when the lattice is disconnected and can clearly not support superconductivity, the correct superfluid weight is zero. However, using $\partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ can in fact give a nonzero and quite large superfluid weight.

At $\delta=0$, the simplified equation $\left[D_{s}\right]_{i j}=$ $(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ holds exactly when $a=\frac{1}{2}$ (see Fig. 2), which corresponds to the Lieb lattice with $C_{4 v}$ symmetry when the convention given by Eq. (5) for the Fourier transformation is used. This is explained by the equal hopping amplitudes in all directions: the systems with $a=\frac{1}{2}-x$ and $a=\frac{1}{2}+x$ are identical up to an overall rotation, and the additional terms are thus symmetric around $a=\frac{1}{2}$, where the minimum of $\partial^{2} \Omega / \partial q_{i} \partial q_{j}$ occurs. Our proof in Sec. V generalizes this statement to all space groups. When $\delta$ is increased and $C_{4}$ symmetry is broken, the orbital positions for which the relation $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ holds shifts continuously towards $a=0$. Importantly, there is a wide parameter range where none of the choices $a=\frac{1}{2}, a=0$ or $a=1$ give the correct result when the derivatives of the order parameters are ignored. When $a=0$ or $a=1$, the position of the $A, C$ orbitals is at the unit cell origin (where the $B$ orbitals are), and hence the Fourier transform Eq. 5 becomes identical to the other convention Eq. 6.

Finally, let us consider the role of the conventional and geometric parts of superfluidity in our example case. In


FIG. 2. (a) Lieb lattice with staggered hopping amplitudes. The position of the orbitals in the unit cell is controlled by the parameter $a$. The typical Lieb lattice is $C_{4}$-symmetric corresponding to $a=\frac{1}{2}$, while $a=0$ and $a=1$ are equivalent to Fourier transformations where the positions of the orbitals are ignored with different choices of the unit cell. (b) Singleparticle band structure at $\delta=0$ and $\delta=0.2$. The flat band is separated from the other bands by a band gap $E_{\text {gap }}=\sqrt{8} \delta$. (c-e) Superfluid weight $\sqrt{\operatorname{det}\left(D_{s}\right)}$ in the Lieb lattice computed with (red, "complete") and without (the other colors) the corrections for three different choices of intra-unit cell positions.
an earlier study [7], the quantum metric in the Lieb lattice has been related to the superfluid weight. Note that while only the $A$ and $C$ sites have equal pairing, the order parameter on the $B$ sites is vanishing in the isolated band limit, meaning the uniform pairing condition is fulfilled. As shown in Fig. 3a, the main contribution to the superfluid weight at low interactions is the geometric part, and the ratio $D_{\text {geom }} / D_{s}$ approaches one in the isolated flat band limit. This is expected as the conventional contribution should vanish on a perfectly flat band. The prediction from the minimal quantum metric, shown in Fig. 3b), is increasingly accurate with growing $\delta$.

## V. COOPER PAIR MASS BEYOND MEAN FIELD

It has been shown that the two-body problem in a flat band gives for the bound pair a finite effective mass that


FIG. 3. (a) Superfluid weight (circles) and geometric contribution (crosses) as a function of $|U|$ at different $\delta$ in the Lieb lattice. The dotted lines indicate the predictions from the minimal quantum metric. Only $\left[D_{s}\right]_{x x}$ is shown as the off-diagonal components of the superfluid weight tensor are very small for all parameters. (b) $\left[D_{s}\right]_{x x} /|U|$ at low interactions obtained from a linear fit (crosses) and prediction for the slope from the minimal quantum metric.
is governed by quantum geometry [33, 34]. For uniform pairing, the inverse effective mass can be approximately related to the quantum metric. Thus pairs can move while single particles cannot, meaning that the qualitative picture given by mean-field superfluid weight calculations is already apparent at the two-body level. Here we calculate the Cooper pair mass in a full many-body treatment and without a mean-field approximation. The mass is obtained from the spectrum of pair excitations of the ground state. It shows dependence on quantum geometry and allows relating the proper choice of quantum metric discussed above to the system symmetries.

We consider a family of positive semi-definite, $D$ dimensional, attractive Hubbard models first introduced by Ref. [32] where the electron kinetic energy term has $N_{f}$ perfectly flat zero-energy bands fulfilling a condition where the single-particle projectors $P(\boldsymbol{k})$ (see Eq. (21)) obey

$$
\begin{equation*}
\int \frac{d^{D} k}{(2 \pi)^{D}} P_{\alpha \alpha}(\boldsymbol{k})=n_{\phi} N_{f} \equiv \epsilon \tag{27}
\end{equation*}
$$

for all orbitals $\alpha=1, \ldots, n_{\phi}^{-1}$ where the pairing is nonzero. The condition (27) leads to the pairing gaps on different orbitals being the same, therefore it is also referred to as the uniform pairing condition. We neglect the spin label, assuming that the model has time-reversal symmetry which relates the two projectors: $P_{\uparrow}(\boldsymbol{k})=$ $P_{\downarrow}^{*}(-\boldsymbol{k}) \equiv P(\boldsymbol{k})$. Upon projecting the many-body operators into the $N_{f}$ flat bands, the kinetic energy vanishes
and the Hamiltonian is given by the interaction term

$$
\begin{equation*}
H_{U}=-|U| \sum_{i \alpha} \bar{n}_{i \alpha, \uparrow} \bar{n}_{i \alpha, \downarrow}+\frac{n_{\phi} N_{f}}{2}|U| \bar{N}, \tag{28}
\end{equation*}
$$

where $\bar{n}_{i, \alpha, \sigma}$ is the projected density operator in orbital $\alpha$ and spin $\sigma, \bar{N}$ is the projected total density operator. Ref. [32] demonstrated that $H_{U}$ possesses $\eta$-pairing groundstates, that is, states with all particles paired. In forthcoming work Ref. [35], we show that the Cooper pair excitations on top of these groundstates are exactly solvable thanks to the uniform pairing condition, and we are able to calculate their effective mass exactly.

The Cooper pair excitations are governed by the following single-particle Hamiltonian:

$$
\begin{equation*}
h_{\alpha \beta}(\boldsymbol{q})=\int \frac{d^{D} k}{(2 \pi)^{D}} P_{\alpha \beta}(\boldsymbol{q}+\boldsymbol{k}) P_{\beta \alpha}(\boldsymbol{k}) . \tag{29}
\end{equation*}
$$

We denote the eigenvalues of $h(\boldsymbol{q})$ as $\epsilon_{\mu}(\boldsymbol{q})$, where $\mu=$ $0, \ldots, n_{\phi}^{-1}-1$. The many-body energy of the lowest lying Cooper pair is $|U|\left(\epsilon-\epsilon_{0}(\boldsymbol{q})\right)$, where $\epsilon_{0}(\boldsymbol{q})$ is the largest eigenvalue of $h(\boldsymbol{q})$.

We now show that $\epsilon_{\mu}(\boldsymbol{q})$, and hence the Cooper pair spectrum, is invariant under a redefinition of the orbital locations $\boldsymbol{\delta}_{\alpha} \rightarrow \boldsymbol{\delta}_{\alpha}+\boldsymbol{x}_{\alpha}$ (leaving the hopping elements invariant). This must be the case physically because the choice of $\boldsymbol{x}_{\alpha}$ is just a convention for the Fourier transform. Since the redefinition means $P_{\alpha \beta}(\boldsymbol{k}) \rightarrow$ $e^{-i \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right)} P_{\alpha \beta}(\boldsymbol{k})$, we see that $h_{\alpha \beta}(\boldsymbol{q})$ transforms under a redefinition of the orbitals as

$$
\begin{align*}
h_{\alpha \beta}(\boldsymbol{q}) & \rightarrow e^{-i \boldsymbol{q} \cdot\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right)} \int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} P_{\alpha \beta}(\boldsymbol{q}+\boldsymbol{k}) P_{\beta \alpha}(\boldsymbol{k}) \\
& =\left[V_{\boldsymbol{x}}^{\dagger}(\boldsymbol{q}) h(\boldsymbol{q}) V_{\boldsymbol{x}}(\boldsymbol{q})\right]_{\alpha \beta} \tag{30}
\end{align*}
$$

where we defined the diagonal unitary matrix $\left[V_{\boldsymbol{x}}(\boldsymbol{k})\right]_{\alpha \beta}=e^{i \boldsymbol{k} \cdot \boldsymbol{x}_{\alpha}} \delta_{\alpha \beta}$. We see explicitly that, although $h(\boldsymbol{q})$ is not invariant, its spectrum is.

The effective Cooper pair mass is given by

$$
\begin{equation*}
\left[m^{-1}\right]_{i j}=-\left.|U| \frac{\mathrm{d}^{2} \epsilon_{0}(\boldsymbol{q})}{\mathrm{d} q_{i} \mathrm{~d} q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}} \tag{31}
\end{equation*}
$$

which is computed from the spectrum of $h(\boldsymbol{q})$ and thus is manifestly invariant. Using perturbation theory, $\epsilon_{0}(\boldsymbol{q})$ can be easily calculated to second order in $\boldsymbol{q}$. At zeroth order $\epsilon_{0}(0)=\epsilon$, which corresponds to the constant eigenvector $u_{0}^{\alpha}=\sqrt{n_{\phi}}$. The first order correction vanishes (showing the Cooper pair is stable), and we calculate two contributions at second order in $q_{i}$ :

$$
\begin{align*}
\epsilon(\boldsymbol{q}) & =\epsilon+\sum_{\mu=1}^{n-1} \frac{\left|u_{\mu}^{\dagger}(\boldsymbol{q} \cdot \boldsymbol{\nabla} h) u_{0}\right|^{2}}{\epsilon-\epsilon_{\mu}(0)} \\
& +\frac{1}{2} q_{i} q_{j} \int \frac{d^{D} k}{(2 \pi)^{D}} \sum_{\alpha \beta} u_{0}^{\alpha} \partial_{i j} P_{\alpha \beta}(\boldsymbol{k}) P_{\beta \alpha}(\boldsymbol{k}) u_{0}^{\beta} \tag{32}
\end{align*}
$$

noting that $\epsilon_{\mu}(0)<\epsilon$ are the eigenvalues of $h(0)$, so the first line is non-negative, and where $\nabla h$ is the gradient of $h$ evaluated at $\boldsymbol{q}=0$. After integration by parts, the integral in the second line yields

$$
\begin{align*}
& n_{\phi} \sum_{\alpha \beta} \int \frac{d^{D} k}{(2 \pi)^{D}} \partial_{i j} P_{\alpha \beta} P_{\beta \alpha}  \tag{33}\\
& =-n_{\phi} \int \frac{d^{D} k}{(2 \pi)^{D}} \operatorname{Tr} \partial_{i} P \partial_{j} P=-\frac{n_{\phi}}{(2 \pi)^{D-1}} \mathcal{M}_{i j},
\end{align*}
$$

which is proportional the quantum metric integrated over the Brillouin zone, i.e. $\mathcal{M}_{i j}$ defined in Eq.(22) (as $\operatorname{Tr} P\left\{\partial_{i} P, \partial_{j} P\right\}=\operatorname{Tr} \partial_{i} P \partial_{j} P$. Hence Eq. (33) is negative semi-definite.

It is important to note that $\nabla h$ is not invariant under the choice of $\boldsymbol{x}_{\alpha}$, transforming as

$$
\begin{equation*}
\boldsymbol{\nabla} h_{\alpha \beta} \rightarrow \boldsymbol{\nabla} h_{\alpha \beta}-i\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right) h_{\alpha \beta}(0) . \tag{34}
\end{equation*}
$$

Nevertheless, it is possible to show that, up to a choice of origin, there is a unique choice of $\boldsymbol{x}_{\alpha}$ where $\nabla h u_{0}=0$ and the quantum metric is the sole contributor to the effective mass. Note that the $O\left(p^{2}\right)$ term in the first line of Eq. (32) competes with $-\mathcal{M}_{i j}$ in Eq. (33) because it is opposite in sign. Thus the choice of $\boldsymbol{x}_{\alpha}$ where only the quantum metric is nonzero corresponds to the orbital positions of the minimal quantum metric.

A calculation using the uniform pairing condition results in an explicit form for the orbital shifts that make the quantum metric the sole contribution for the effective mass, namely

$$
\begin{equation*}
(\epsilon-h(0)) \boldsymbol{x}_{\alpha}=-i\left[\nabla h u_{0}\right]_{\alpha} . \tag{35}
\end{equation*}
$$

This equation has a unique solution up to the overall choice of origin because $\epsilon-h(0)$ has a single zeroeigenvalue corresponding to the uniform eigenvector $u_{0}$. With the the orbital shifts $\boldsymbol{x}_{\alpha}$ given by Eq. (35), the effective mass becomes

$$
\begin{equation*}
\left[m^{-1}\right]_{i j}=\frac{n_{\phi}}{(2 \pi)^{D-1}}|U| \mathcal{M}_{i j} . \tag{36}
\end{equation*}
$$

Comparing this equation to Eq. (22), we find exact agreement with the mean field superfluid weight up to an overall factor of $4 f(1-f)$, which is the Cooper pair density.

We now improve upon Eq. (36) in two ways. First we find that $\boldsymbol{x}_{\alpha}$ obey the space group symmetries $g \in G$ of the Hamiltonian when the symmetric choice of Fourier convention (Eq. (5)) is used. In other words, when the symmetry-preserving positions of the orbitals are used, their deviations $\boldsymbol{x}_{\alpha}$ also obey the space group symmetries. In many cases, this is tantamount to a proof that $\boldsymbol{x}_{\alpha}=0$, meaning that the quantum metric is the minimal quantum metric, and is the Cooper pair mass. For instance, at $\delta=0$ in the Lieb lattice with $a=\frac{1}{2}$, the $A$ and $C$ orbitals are related by $C_{4}$ symmetry and are invariant under $C_{2}$. There is no way to deform these orbitals off the positions $a=\frac{1}{2}$ without breaking $C_{2}$.

Thus $\boldsymbol{x}_{\alpha}=0$, thereby explaining why $a=\frac{1}{2}$ is the correct choice to evaluate the minimal quantum metric in Fig. 2. By a similar argument, all orbitals at fixed highsymmetry positions necessarily have $\boldsymbol{x}_{\alpha}=\mathbf{0}$ because they are pinned by symmetries. In these cases, the minimal quantum metric is guaranteed to be the one computed using the physical positions in Eq. (5).
Secondly, we now propose a simple generalization of the uniform pairing condition that guarantees $\boldsymbol{x}_{\alpha}=0$. We define the quantity

$$
\begin{equation*}
\varepsilon_{\alpha}(\boldsymbol{q})=\int \frac{d^{D} k}{(2 \pi)^{D}}[P(\boldsymbol{k}+\boldsymbol{q}) P(\boldsymbol{k})]_{\alpha \alpha} \tag{37}
\end{equation*}
$$

which at $\boldsymbol{q}=0$ yields $\epsilon_{\alpha}=n_{\phi} N_{f}$, the uniform pairing condition in Eq. (27). It is then direct to check that

$$
\begin{align*}
\varepsilon_{\alpha}(0) & =n_{\phi} N_{f}, & & \quad(\text { uniform pairing condition }) \\
\partial_{i} \varepsilon_{\alpha}(0) & =0, & & (\text { minimal metric condition }), \tag{38}
\end{align*}
$$

the latter condition being the many-body analogue of Eq. (26), in that its solution sets the quantum metric to be minimal.

These results directly parallel those given by mean field theory in the above sections. We have shown that the Cooper pair effective mass is independent of the Fourier convention for the orbital positions. Furthermore, there exists a choice of orbital positions where the effective mass is determined by the quantum metric alone and at these positions the quantum metric is minimal. Under the the uniform pairing condition, we provide an explicit formula for these positions in Eq. (35), to be compared to Eq. (26). The inclusion of crystalline symmetries constrains the positions: if the orbital positions are pinned by the symmetries, then the quantum metric evaluated for those positions must be minimal. Lastly, we established a generalization of the uniform pairing condition in Eq. (38) to determine when the quantum metric is minimal.

## VI. NON-ISOLATED FLAT BANDS

The relationship of the minimal quantum metric and the superfluid weight indicates that the BKT transition temperature could be increased in systems with a high quantum metric. However, this is only valid in the isolated flat band limit. The quantum metric typically diverges when the band gap closes, but this is not an indication that the superfluid weight diverges. The superfluid weight is proportional to $|U| \mathcal{M}_{i j}$ only when the flat band is isolated, which requires that the interaction strength is small compared to the band gap (otherwise pairing would involve higher bands). Therefore, when the band gap shrinks, the largest $|U|$ for which the quantum metric is proportional to $D_{s}$ decreases accordingly. The very large quantum metric that can be achieved with a small band gap is thus only relevant at very low interactions, where $\left[D_{s}\right]_{i j} \propto|U| \mathcal{M}_{i j}$ remains small. The divergence of


FIG. 4. BKT temperature in the Lieb lattice (a) as a function of the hopping staggering $\delta$ and the interaction $|U|$, and (b) as a function of the chemical potential $\mu$ and the interaction.
the quantum metric is an indication that the contributions from the other bands are important at low $|U|$, and reduce the superfluid weight compared to the isolated flat band result. In the Lieb lattice, those contributions have been shown to curtail the divergence and lead to a finite superfluid weight [7]. An interesting question when searching for systems with high $T_{\mathrm{BKT}}$ is whether the critical temperature can still be large in the nonisolated band limit even though the contributions from dispersive bands are prominent. In repulsive models, a flat band near the Fermi surface has been predicted to be beneficial [36-39]. In attractive models, previous meanfield studies have indicated that the superfluid weight has a non-linear dependence on the interaction strength for non-isolated flat bands [7, 40, 41], but the additional terms we find in this work have not been taken into account. In this section, we show by continuously tuning the band gap that the superfluid weight and $T_{\mathrm{BKT}}$ can actually be maximal when there is a band touching. Furthermore, we study its dependence on different types of band touchings. We supplement our analysis of band touching points by employing a $S$-matrix construction [42] to analyze bipartite lattices with band touching points.

## A. Effect of closing the band gap

As shown in Fig. 3, the superfluid weight in the Lieb lattice increases monotonically when $\delta$ is decreased, and reaches its maximum when $\delta=0$ for all interactions. At high interactions, the superfluid weight decays as $\propto 1 /|U|$, which is a well-known behavior related to the formation of bound pairs in the BEC limit of the BCSBEC crossover [41, 43]. At low interactions, $D_{s} \propto|U|$ when the flat band is isolated. This linear behavior is visible in an increasingly wide range of interactions when $\delta$ is increased. For $\delta=0$, when there is no band gap, the behavior is no longer exactly linear, which is consistent with previous literature such as [7], and [40 and 41] where it has been found that $D_{s} \propto|U| \ln (C /|U|)$, with $C$ a constant.

The superfluid weight at zero temperature is an upper bound for the BKT temperature. However, it does not give the full picture: for instance, the zero-temperature superfluid weight in a dispersive band will typically be non-zero in the $U \rightarrow 0$ limit whereas it vanishes in a flat band. At $T=0$, the superfluid weight will thus typically be smaller in a flat band than a dispersive band for small interactions, even though the BKT temperature is usually larger on the flat band (see Fig. 1). In this section, we solve the BKT temperature from the universal relation [44-46]

$$
\begin{equation*}
T_{\mathrm{BKT}}=\frac{\pi}{8} \sqrt{\operatorname{det}\left(D_{s}\left(T_{\mathrm{BKT}}\right)\right)} \tag{39}
\end{equation*}
$$

As is shown in Fig. 4a, $T_{\mathrm{BKT}}$ mirrors the behavior of the superfluid weight and increases monotonically with $\delta$ for all considered interactions. The largest BKT temperature occurs around interaction $U \approx-3.5$ with no hopping staggering so the flat band is not isolated. Moreover, the highest critical temperature as a function of $\mu$ is found for the half-filled flat band, showing that in this model, the highest possible critical temperature is achieved in the flat band when it is not isolated. Hence, the isolated flat band limit is not necessary to reach a high $T_{B K T}$, and a band touching could actually be beneficial for superconductivity. It is important to remember also that the flat band combined with a band touching yields a higher $T_{c}$ than a usual dispersive band (e.g., square lattice), for small interactions $|U|$, see Fig. 1.

## B. Comparison of linear and quadratic band touchings

To study the effect of different types of band touchings on the superfluid weight, we use the method developed in Ref. [47] to construct flat band models that can be continuously tuned from a linear to a quadratic band touching. The method is based on building two Hamiltonians $H_{\text {lin }}$ and $H_{\text {quad }}$ that feature a flat band with a linear and quadratic band touching respectively, and for which the flat band has exactly the same Bloch functions. Then the band touching can be continuously tuned in the total Hamiltonian $H=\left(\lambda H_{\text {quad }}+(1-\lambda) H_{\text {lin }}\right) / C$ without affecting the energy or the Bloch functions of the flat band. We study two such models, constructed on a Lieb and kagome geometry. The tight-binding parameters are given in Appendix F. These models both have a flat band at $E=0$, and we pick $C$ so that the total width of the band structure is independent of $\lambda$. Our energy unit is the average inter-site hopping strength of the $\lambda=0$ lattice model. The band structure for the tunable Lieb model is shown for three values of $\lambda$ in Fig. 5a. The Lieb model is constructed so that the band gap can be tuned with the staggering parameter $\delta$.

In the Lieb model, when $\delta$ is nonzero, the superfluid weight at low interactions becomes independent of $\lambda$ (see Fig. 5b). This is expected, as in the isolated band limit
(a)



FIG. 5. (a) Band structure of the tunable Lieb model for different values of $\lambda$, at $\delta=0$, i.e. in the presence of a band touching, and at $\delta=0.4$. The band touching can be tuned from linear $(\lambda=0)$ to quadratic $(\lambda=1)$ at $\delta=0$. At $\delta=0.4$, the dispersive bands are modified without changing the quantum metric of the flat band. (b) Superfluid weight $\left[D_{s}\right]_{x x}$ for $\delta=0.4$ in the Lieb model, when the flat band is separated from the other bands by a gap. (c) Superfluid weight $\left[D_{s}\right]_{x x}$ and (d) ratio $\left[D_{s, \text { geom }}\right]_{x x} /\left[D_{s}\right]_{x x}$ in the tunable Lieb lattice. The off-diagonal components of the superfluid weight are zero. (e) Order parameters $\Delta_{\alpha} / U$ in the tunable Lieb lattice as a function of $\lambda$ at interaction strengths $U=-1$ (blue), $U=-4$ (orange) and $U=-8$ (blue). The order parameters in the $A / C$ orbital (full line) are always equal, and are larger than the order parameter in the $B$ orbital (dashed line). The dotted line shows the average of all order parameters. (f) $\sqrt{\operatorname{det}\left(D_{s}\right)}$ and (g) $\left[D_{s, \text { geom }}\right]_{x x} /\left[D_{s}\right]_{x x}$ in the tunable kagome model. In this case, the off-diagonal components are not always zero. A similar behavior of the ratio $\left[D_{s, \text { geom }}\right]_{i j} /\left[D_{s}\right]_{i j}$ is observed for all components.
the superfluid weight is determined by quantum geometry, and the flat band has the same quantum metric for all $\lambda$. The range of interactions where $D_{s}$ is independent of the parameter $\lambda$ grows with $\delta$, as the band gap becomes larger and the isolated band limit is valid up to larger $|U|$. At intermediate interactions, the limit $\lambda=0$, corresponding to a linear touching, has a more pronounced maximum. When the band gap is closed, differences when varying $\lambda$ occur already at vanishingly small interactions, as shown in Fig. 5c-d). The superfluid weight is smaller overall for the quadratic band touching $\lambda=1$. Moreover, the ratio $D_{\text {geom }} / D_{s}$ is much smaller for the quadratic than the linear band touching. It is interesting to note that the superfluid weight behaves differently from the mean-field order parameters, shown in Fig. 5e. The order parameters at the $A / C$ sites are larger in the quadratic model than in the linear model for all interactions we consider. We show in Sec. VI C that this is expected to hold in bipartite lattices with uniform pairing. However, even though the pairing is stronger in the quadratic model, the superfluid weight is lower, which is the opposite of what would be expected for an isolated flat band $[5,6]$ where the superfluid weight is proportional to the pairing gap.

For the kagome model, which does not feature a band gap, a similar behavior of the geometric part of the superfluid weight can be observed (see Fig. 5e-f)): its contribu-
tion is much more prominent for the linear band touching than the quadratic one. The maximum of $D_{s}$ is also slightly more pronounced in the linear model than the quadratic one, although the superfluid weight is larger in the quadratic model at small interactions.

The geometry of the flat band therefore does not give the full picture in the non-isolated band limit: even though the Bloch functions of the flat band are always the same when varying $\lambda$ which controls the type of band touching, the superfluid weight differs. This means that the behavior of the superfluid weight is dependent on the nature of the band touching.

## C. Band touching points from the $S$-matrix construction

The mean field behavior of the pairing gap in general lattices, with both isolated and non-isolated flat bands, can be understood using the $S$-matrix construction of Ref. [42]. This provides a description of the effect of band touchings on the pairing gap that is more general than given by the specific models considered above, and allows for an analytic solution in the mean field, yielding general results for quantities such as the pairing gap. The power of this approach is made evident as it yields self-consistent gap equations independent of the wave-
functions, allowing for an analysis of pairing strength as a function of the lattice parameters and dispersion.

The $S$-matrix construction employs a bipartite lattice with two unequal sublattices $L, \tilde{L}$, with the difference between the number of orbitals per unit cell $N_{L}-N_{\tilde{L}}=N_{f}$ being the number of flat bands. Band touching points can be enforced in the model via irrep analysis of the symmetries [42]. The bipartite Hamiltonian in such models reads

$$
H_{k}=\left[\begin{array}{cc}
0 & S_{k}^{\dagger}  \tag{40}\\
S_{k} & 0
\end{array}\right]
$$

where $S_{\boldsymbol{k}}^{\dagger}$ is an $N_{\tilde{L}} \times N_{L}$ rectangular matrix encoding the hopping between the two sublattices. These $S$-matrix Hamiltonians can be realized in actual physical materials [48]. The energies come in $\pm \epsilon_{\boldsymbol{k}, m}$ pairs, where $\epsilon$ are the singular values of $S_{\boldsymbol{k}}$. Because $S_{\boldsymbol{k}}^{\dagger}$ maps $C^{N_{L}}$ to $C^{N_{\tilde{L}}}$, there are at least $N_{L}-N_{\tilde{L}}$ vectors in the null space of $S_{\boldsymbol{k}}^{\dagger}$; these form the flat bands. One can introduce a quadratic Hamiltonian

$$
H_{\text {quad }}=H_{\boldsymbol{k}}\left[\begin{array}{cc}
I_{\tilde{L} \times \tilde{L}} & 0  \tag{41}\\
0 & -I_{L \times L}
\end{array}\right] H_{\boldsymbol{k}}
$$

which has eigenvalues $\pm \epsilon_{\boldsymbol{k}, m}^{2}, 0$, and preserves the flat band wavefunctions. In the case of the Lieb lattice, this Hamiltonian is precisely the same as the Hamiltonian with quadratic band touching points studied in Sec. VIB, obtained using the technique from Ref. [47] (see Appendix F for the tight-binding parameters of the model).

By adding attractive on-site interactions and assuming that the pairing is uniform within each sublattice, that is, there are two gaps $\Delta_{L}$ and $\Delta_{\tilde{L}}$ depending on the sublattice, we find the following self-consistent gap equations at $T=0$ for $H_{k}$ :

$$
\begin{align*}
& N_{L} \Delta_{L}=\frac{|U| N_{\tilde{L}}}{2} f(\Delta)+\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2}  \tag{42}\\
& N_{\tilde{L}} \Delta_{\tilde{L}}=\frac{|U| N_{\tilde{L}}}{2} f(\Delta), \tag{43}
\end{align*}
$$

where $\Delta=\frac{1}{2}\left(\Delta_{L}+\Delta_{\tilde{L}}\right)$ and

$$
\begin{equation*}
f(\Delta)=\frac{1}{N_{\tilde{L}}} \sum_{m=1}^{N_{\tilde{L}}} \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{\Delta}{\sqrt{\Delta^{2}+\epsilon_{\boldsymbol{k}, m}^{2}}} \tag{44}
\end{equation*}
$$

Here the sum is over the $N_{\tilde{L}}$ dispersive bands. The function $f$ ranges from 0 for a perfectly flat band at zero kinetic energy, to 1 for a gapped band at very large kinetic energy, and is a monotonically increasing function of $\Delta$. Eq. (43) always has a solution, and obeys the following
properties:

$$
\begin{gather*}
N_{L} \Delta_{L}-N_{\tilde{L}} \Delta_{\tilde{L}}=\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2},  \tag{45}\\
0<\Delta_{\tilde{L}}<\Delta_{L}<\frac{|U|}{2},  \tag{46}\\
\frac{N_{L}-N_{\tilde{L}}}{4}<\frac{\Delta}{|U|}<\frac{1}{2} . \tag{47}
\end{gather*}
$$

The first equality generalizes the result found in the Lieb lattice by Ref. [7], as it now applies to any bipartite lattice with uniform pairing within each sublattice, and agrees with our numerical calculations of the pairing gaps. The dispersion does not need to be gapless for this equality to hold; only the bipartite nature of the underlying lattice is required. These relations are proved in Appendix I. Regardless of the form of the bipartite lattice, even in the absence of a band touching, we have the result that the pairing strength on the larger sublattice $\Delta_{L}$ is always larger than the pairing on the smaller sublattice $\Delta_{\tilde{L}}$, due to the fact that the flat bands greatly enhance the pairing for the sublattice $L$ (see Appendix I), and both $\Delta_{L}, \Delta_{\tilde{L}}$ are bounded by quantities depending on the number of flat and dispersive bands.

Though the exact details of $f(\Delta)$ depend on the dispersion of the kinetic energy, the fact that it is bounded suggests that most of the gap strength comes from the flat band contribution which is universal. To maximize the strength of the pairing $\Delta_{L}$, we note that the selfconsistent equation for $\Delta_{L}$ depends only on the ratio of the number of bands of the sublattices $r=\frac{N_{\tilde{L}}}{N_{L}}$. This is saturated as $r \rightarrow 0$ : thus, even in the presence of band touching points, more flat bands per total bands enhances the superconducting gap at $T=0$. If the dispersive bands are gapped from the flat bands, with the band gap $\gg|U|, f(\Delta) \rightarrow 0$. Thus, we approach the limit discussed in Ref. [5], where one may project the Hamiltonian into the flat bands and obtain an exactly solvable BCS ground state.

The quadratic band touching point, i.e. the case of $H_{\text {quad }}$, has a different set of self-consistent gap equations (see Appendix I), due to the fact that the dispersive bands have different wavefunctions (though the flat band wavefunctions remain the same). The selfconsistent equations still always possess a solution so long as flat bands exist. An analysis shows that the weighted difference reads

$$
\begin{align*}
N_{L} \Delta_{L}-N_{\tilde{L}} \Delta_{\tilde{L}} & =\frac{|U| N_{\tilde{L}}}{2}\left(f\left(\Delta_{L}\right)-f\left(\Delta_{\tilde{L}}\right)\right) \\
& +\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2}, \tag{48}
\end{align*}
$$

which increases relative to Eq. (45) so long as $\Delta_{L}>\Delta_{\tilde{L}}$. We prove that there always exists a solution of the gap equations with this property (see Appendix I for more details).

To make further statements about the pairing gap $\Delta$, we compare $f(\Delta)$ for a quadratic dispersion versus a linear dispersion. In general, a higher density of states of
the kinetic energy close to zero energy will raise $f(\Delta)$, thereby raising $\Delta$. Thus, we expect the quadratic band touching will have a stronger pairing gap than the linear band touching. It is interesting to compare this to our numerical results for different band touchings in the Lieb lattice (Fig. 5) where the quadratic band touching does not give highest value for the superfluid weight. The pairing gap, on the other hand, is larger in the quadratic model, in agreement with our prediction. The pairing gap $\Delta_{L}$ is influenced by the density of states, which indeed is larger for quadratic dispersion than a linear dispersion. However, the superfluid weight depends also on quantum geometry which affects the ability of Cooper pairs to move. Thus the two quantities can have qualitatively different behavior. We analyze the $S$-matrix model in the many-body limit (without recourse to mean field theory) in upcoming work [49].

## VII. REVISITING THE LITERATURE

The superfluid weight has been computed from meanfield theory in a variety of multiband systems $[6,7,12$, 13, 27, 40, 41, 50-52] including magic-angle twisted bilayer graphene [22-24] and flat band systems with disorder [53]. The impact of the terms arising from the derivatives of the order parameters should be examined on a case-by-case basis. For example, the results for the Lieb lattice presented in [7] are mostly close to the correct result. Indeed, the hopping staggering $\delta$ used for the main results therein is very small and the orbital positions were picked so that $a=\frac{1}{2}$, which gives the correct results at $\delta=0$ even without including the derivatives of the order parameters. Results for larger values of $\delta$ are inaccurate. The results presented for the Mielke lattice with a flat band in [41] are accurate based on the same reasoning, but the results for other values of the tight-binding parameters may be affected by the ignored terms.
In Ref. [27], the behavior of the order parameters was accurately taken into account, and the results agreed well with DMRG calculations. The superfluid weight was, however, compared with the quantum metric computed for a choice of the Fourier transformation which predicted $\pi D_{s}=0.6|U|$ at low interactions and for a half-filled flat band. The estimation we find using the correct choice, namely the minimal quantum metric, instead gives a slope of approximately $\pi D_{s}=0.45|U|$, which is much closer to the mean-field and DMRG results of $\pi D_{s} \approx 0.40|U|$ obtained in [27].
Expressions for the superfluid weight in terms of the quantum metric can be found in [6] for models without flat bands. For instance, in the isolated band limit,

$$
\begin{equation*}
\left[D_{s, \text { geom }}\right]_{i j}=\frac{2}{V} \Delta^{2} \sum_{k} \frac{\tanh \left(\beta E_{m, \boldsymbol{k}} / 2\right)}{E_{m, \boldsymbol{k}}} \operatorname{Re}\left(\mathcal{B}_{i j}\right) \tag{49}
\end{equation*}
$$

where $m$ labels the isolated band, which does not need to be flat. In this case, the minimal quantum metric is
not always relevant, but one should instead minimize the above integral for $i=j$.

The relationship between the superfluid weight and quantum metric has been used to derive various bounds for the superfluid weight $[5,6,12,22,54]$. The lower bound given in [5] for time-reversal symmetric systems in terms of the spin Chern number is valid, as it is a lower bound for the quantum metric regardless of the choice of orbital positions. On the other hand, the bound proposed in [6] related to the integral of the absolute value of the Berry curvature is only valid if one takes the lowest possible lower bound, as that quantity depends on the choice of orbital positions. This is also the case for the lower bound in terms of real space invariants proposed in [12] for systems with obstructed Wannier orbitals or fragile topology. It is shown in the supplementary material of that work that the lower bound can be nonzero for arbitrary orbital positions. The correct choice of orbital positions is thus needed to define an orbital-independent bound. If the uniform pairing condition is satisfied, then space group symmetries can guarantee that the minimal quantum metric is obtained for orbitals at the highsymmetry positions.

The two-body problem in a flat band was shown in Ref. [33] to give a finite effective mass for a pair, which means that already at the two-body level, interactions can lead to pair movement even when the single particle effective mass is infinite. The pair mass was found to be given by the "local" (spatially dependent) version of the quantum metric - which reassuringly is independent of orbital positions. However, approximations were then used to connect the pair mass to the usual quantum metric. Our many-body Cooper pair calculation in Section V now shows that the correct choice is the minimal quantum metric.

Quantum geometry has been shown to be relevant also for Bose-Einstein condensation in flat bands [55, 56]. The speed of sound and the excitation fraction were found to depend on generalized forms of the quantum metric, and the quantum distance between the flat band states, respectively. These quantities are invariant under the change of orbital positions. Under certain conditions, however, they were shown to reduce to the usual quantum metric and Hilbert-Smith quantum distance, and then (as well as in the superfluid density calculation in [56]) one needs to pay attention to the choice of the correct basis.

Numerically exact methods such as quantum Monte Carlo do not require the same care as mean-field theory with the behavior of the order parameters, as the interaction Hamiltonian of the exact Hubbard model does not depend on the vector field explicitly. Generally, it is important to make sure that all variables that may depend on the vector potential are properly taken into account.
In addition to the superfluid weight, the quantum metric has been related to the effective mass of two-body bounds states [34, 57, 58], conductivity [59], the orbital magnetic susceptibility [60, 61], the velocity of the Goldstone mode [62], and other physical phenomena [63-67].

As shown here for the superfluid weight, whenever a connection is drawn between a physical quantity and the quantum metric, particular attention should be paid to the dependence of the quantum metric on the orbital positions. If the physical quantity should not depend on these, there may be an appropriate basis which is the only one where the quantum metric is relevant.

## A. Systems with broken time-reversal symmetry

Our result Eq. 13 is valid for time-reversal symmetric systems. It can be straightforwardly generalized to be valid also for systems where TRS is broken (see Appendix A): the vector $d_{i} \Delta$ will contain entries for the derivatives of the real parts of the order parameters and $\mathrm{d} \mu / \mathrm{d} q_{i}$ (when $\mu(\boldsymbol{q}) \neq \mu(-\boldsymbol{q})$ ). Corresponding entries are added in the Hessian matrix $\partial_{\Delta, \mu}^{2} \Omega$. The addition of these terms should be considered carefully when connecting the superfluid weight to the quantum metric or other results obtained from $(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$. Indeed, in contrast to systems with TRS, there may not exist any set of orbital positions where $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ : the derivatives of the real parts of the order parameters can be nonzero, and cannot be made zero by manipulating only the phases of the order parameters. If $\left[D_{s}\right]_{i j}=$ $(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ never holds, lower bounds derived for the quantum metric cannot generally be used for the superfluid weight. Furthermore, if $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{\boldsymbol{q}=\mathbf{0}} \neq 0$, the Hessian matrix $\partial_{\Delta, \mu}^{2} \Omega$ contains entries corresponding to the chemical potential and may not be positive semidefinite. In such a case, the partial derivative could even be smaller than the total derivative.

When $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{\boldsymbol{q}=\mathbf{0}}=0$, the terms relating to $\mu$ can be ignored and the Hessian matrix $\partial_{\Delta}^{2} \Omega$ contains partial derivatives of $\Omega$ only with reference to the real and imaginary parts of the order parameters. In such a case, the inequality $\partial^{2} \Omega /\left.\partial q_{i}^{2}\right|_{q=0} \geq \mathrm{d}^{2} F /\left.\mathrm{d} q_{i}^{2}\right|_{q=0}$ holds. Furthermore, when the overall phase of the order parameters is fixed, $\partial_{\Delta}^{2} \Omega$ is invertible. Under these conditions, the superfluid weight is $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ if and only if all the derivatives of the order parameters are zero at $\boldsymbol{q}=\mathbf{0}$. These derivatives are given by

$$
\begin{equation*}
\frac{\mathrm{d} \Delta_{\alpha}}{\mathrm{d} q_{i}}=\frac{\mathrm{d}\left|\Delta_{\alpha}\right|}{\mathrm{d} q_{i}} e^{i \theta_{\alpha}}+i\left|\Delta_{\alpha}\right| e^{i \theta_{\alpha}} \frac{\mathrm{d} \theta_{\alpha}}{\mathrm{d} q_{i}} . \tag{50}
\end{equation*}
$$

Because changing the orbital positions only affects the phases $\theta_{\alpha}$, the derivatives can be set to zero with such a transformation only when $\mathrm{d}\left|\Delta_{\alpha}\right| / \mathrm{d} q_{i}=\left.0\right|_{q=0}$. The equality $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ can thus only hold in systems where $\mathrm{d}\left|\Delta_{\alpha}\right| /\left.\mathrm{d} q_{i}\right|_{q=0}=0$ for all $\alpha, i$. In systems where $\mathrm{d}\left|\Delta_{\alpha}\right| /\left.\mathrm{d} q_{i}\right|_{q=0}=0$, results relating the superfluid weight to the quantum metric can be used, provided the diagonal components $(1 / V) \partial^{2} \Omega /\left.\partial q_{i}^{2}\right|_{\boldsymbol{q}=\mathbf{0}}$ are minimized.

## VIII. CONCLUSIONS

We have derived complete equations for the mean-field superfluid weight in multiband lattice models. These equations contain both the partial derivative of the grand potential, which gives a connection to quantum geometry, and terms that take into account the changes in the order parameter. The significance of the latter terms has been overlooked in the previous literature. We have shown that ignoring them can lead to quantitative as well as qualitative errors, where superconductivity can be predicted in systems where it is impossible. The use of the complete equations is thus crucial whenever studying multiband systems, such as moiré materials, as well as when searching for materials with particularly high critical temperatures.

Using our new equations, we have shown that the superfluid weight in isolated flat bands is proportional to the minimal quantum metric, that is, the one with the smallest possible trace. A central discrepancy afflicting the current understanding of the connection between superconductivity and quantum geometry has been the following: the superfluid weight is manifestly independent on orbital positions, while the quantum metric, which has been shown to govern isolated flat band superconductivity, depends on them. Our finding that actually only the minimal quantum metric is relevant resolves this fundamental concern. Based on our results, bounds for the superfluid weight in terms of topological invariants in time-reversal symmetric systems [5, 22] are still valid, but other bounds which depend on the choice of orbital positions require more care.

The conclusions based on the mean-field superfluid weight are corroborated by exact results derived for the Cooper pair mass. We generalized the uniform pairing condition in Eq. (38) to establish a minimal metric condition. When evaluated at the orbital positions satisfying the minimal metric condition, the Cooper pair mass is entirely determined by the quantum metric. Moreover, if the orbitals of the model are fixed by symmetries at highsymmetry points (maximal Wyckoff positions), then the minimal quantum metric is guaranteed to be obtained for these positions.

Importantly, our results show that in systems where TRS is broken, a relation between quantum geometry and superfluidity, and consequently topological bounds, does not exist in general. We identified sufficient conditions for having the connection to quantum geometry, namely that the derivatives of the order parameter and chemical potential with respect to $\boldsymbol{q}$ have to vanish at $\boldsymbol{q}=\mathbf{0}$. Whether these conditions are also necessary remains a topic of future research, as well as the possible relations of the conditions to the crystalline symmetries, as in the time-reversal symmetric, uniform pairing case.

Furthermore, we have shown that the quantum geometry of the flat band is not sufficient to describe the superfluid weight in the non-isolated band limit: its behavior depends not only on the flat band properties but also
on the nature of the band touching. In general, the geometric contribution is more prominent for linear band touchings than quadratic ones. Many flat band material candidates have band touchings [48]. Remarkably, we have shown that an isolated flat band is not necessary to achieve a high critical temperature, and that a band touching with dispersive bands can in fact be beneficial for superconductivity. This result is important for realizing the promise of high-temperature or even even roomtemperature superconductivity from flat bands. Restricting to isolated flat bands would require materials and systems with a gap on the order tens of meV (the thermal energy). We have shown that this limitation is not necessary: in contrast, a band touching can enhance the critical temperature. This conclusion holds within the specific models considered by us, but is likely to be more general since the quantum metric of a flat band diverges when the gaps to the other bands are closed. By results from S-matrix analysis, we developed universal relations relating the pairing gaps on bipartite lattices, and argued that the pairing gap is enhanced for quadratic over linear band touchings, a result opposite to what we saw numerically for the superfluid weight. This is understood as density of states determining the former while also quantum geometry is important for the latter. Our results inspire further engineering of band touchings to optimize the critical temperature of superconductivity, and determine the dominance of quantum geometry or the density of states.
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## Appendix A: General equations for the superfluid weight

In this appendix, we derive the complete equations for the superfluid weight without assuming time reversal symmetry. The Hamiltonian is invariant under a global change of phase of all order parameters, so we fix the overall phase by requiring that $\Delta_{1}$ is real and positive, with $\Delta_{1}$ a nonzero order parameter. We first apply the chain rule twice to the grand canonical potential to obtain

$$
\begin{align*}
\frac{\mathrm{d}^{2} \Omega}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}} & =\frac{\mathrm{d}}{\mathrm{~d} q_{j}} \frac{\partial \Omega}{\partial q_{i}}+\frac{\mathrm{d}}{\mathrm{~d} q_{j}}\left(\frac{\partial \Omega}{\partial \mu}\right) \frac{\mathrm{d} \mu}{\mathrm{~d} q_{i}}+\frac{\partial \Omega}{\partial \mu} \frac{\mathrm{d}^{2} \mu}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}} \\
& +\sum_{\alpha} \frac{\mathrm{d}}{\mathrm{~d} q_{j}}\left(\frac{\partial \Omega}{\partial \Delta_{\alpha}^{R}}\right) \frac{\mathrm{d} \Delta_{\alpha}^{R}}{\mathrm{~d} q_{i}}+\sum_{\alpha} \frac{\mathrm{d}}{\mathrm{~d} q_{j}}\left(\frac{\partial \Omega}{\partial \Delta_{\alpha}^{I}}\right) \frac{\mathrm{d} \Delta_{\alpha}^{I}}{\mathrm{~d} q_{i}} \\
& +\sum_{\alpha} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{R}} \frac{\mathrm{~d}^{2} \Delta_{\alpha}^{R}}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}}+\sum_{\alpha} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{I}} \frac{\mathrm{~d}^{2} \Delta_{\alpha}^{I}}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}} . \tag{A1}
\end{align*}
$$

The particle number is fixed, meaning the second term on the RHS of the first line is zero. The third term is canceled by the derivative of $\mu N$ when taking the derivative of the free energy $F=\Omega+\mu N$. Assuming that the order parameters solve the gap equation, $\partial \Omega / \partial \Delta_{\alpha}=0$ for all $\boldsymbol{q}$, the terms on the second and third lines all vanish, and

$$
\begin{align*}
\frac{\mathrm{d}^{2} F}{\mathrm{~d} q_{i} \mathrm{~d} q_{j}} & =\frac{\mathrm{d}}{\mathrm{~d} q_{j}} \frac{\partial \Omega}{\partial q_{i}}  \tag{A2}\\
& =\frac{\partial^{2} \Omega}{\partial q_{i} \partial q_{j}}+\frac{\partial^{2} \Omega}{\partial \mu \partial q_{i}} \frac{\mathrm{~d} \mu}{\mathrm{~d} q_{j}} \\
& +\left.\sum_{\alpha}\left(\frac{\partial^{2} \Omega}{\partial \Delta_{\alpha}^{R} \partial q_{i}} \frac{\mathrm{~d} \Delta_{\alpha}^{R}}{\mathrm{~d} q_{j}}+\frac{\partial^{2} \Omega}{\partial \Delta_{\alpha}^{I} \partial q_{i}} \frac{\mathrm{~d} \Delta_{\alpha}^{I}}{\mathrm{~d} q_{j}}\right)\right|_{\boldsymbol{q}=\mathbf{0}} . \tag{A3}
\end{align*}
$$

This equation can be written in a more compact form by using that the particle number is kept fixed and $\partial \Omega / \partial \Delta_{\alpha}=0$, implying that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} q_{i}} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{R}}=\frac{\mathrm{d}}{\mathrm{~d} q_{i}} \frac{\partial \Omega}{\partial \Delta_{\alpha}^{I}}=\frac{\mathrm{d}}{\mathrm{~d} q_{i}} \frac{\partial \Omega}{\partial \mu}=0 . \tag{A4}
\end{equation*}
$$

This system of equations can be written in matrix form as $\left(\partial_{\Delta, \mu}^{2} \Omega\right) \boldsymbol{f}_{\boldsymbol{i}}=-\boldsymbol{b}_{\boldsymbol{i}}$, where

$$
\begin{align*}
\partial_{\Delta, \mu}^{2} \Omega & =\left(\begin{array}{ccccccc}
\frac{\partial^{2} \Omega}{\left(\partial \Delta_{1}^{R}\right)^{2}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{1}^{R} \partial \Delta_{n}^{R}} & \frac{\partial^{2} \Omega}{\partial \Delta_{1}^{R} \partial \Delta_{2}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{1}^{R} \partial \Delta_{n}^{I}} & \frac{\partial^{2} \Omega}{\partial \Delta_{1}^{R} \partial \mu} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial^{2} \Omega}{\partial \Delta_{n}^{R} \partial \Delta_{1}^{R}} & \cdots & \frac{\partial^{2} \Omega}{\left.\left.\partial \Delta^{R}\right)^{2}\right)^{2}} & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{R} \partial \Delta_{2}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{R} \partial \Delta_{n}^{I}} & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{R} \partial \mu} \\
\frac{\partial^{2} \Omega}{\partial \Delta_{2}^{I} \partial \Delta_{1}^{R}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{2}^{I} \partial \Delta_{n}^{R}} & \frac{\partial^{2} \Omega}{\left(\partial \Delta_{2}^{I}\right)^{2}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{2}^{I} \partial \Delta_{n}^{I}} & \frac{\partial^{2} \Omega}{\partial \Delta_{2}^{I} \partial \mu} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{1}^{R}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{n}^{R}} & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{2}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\left(\partial \Delta^{I}\right)^{2}} & \frac{\partial^{2} \Omega}{\partial \Delta_{I}^{I} \partial \mu} \\
\frac{\partial^{2} \Omega}{\partial \mu \partial \Delta_{1}^{R}} & \cdots & \frac{\partial^{2} \Omega}{\partial \mu \partial \Delta_{n}^{R}} & \frac{\partial^{2} \Omega}{\partial \mu \partial \Delta_{2}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \mu \partial \Delta_{n}^{I}} & \frac{\partial^{2} \Omega}{\partial \mu^{2}}
\end{array}\right),  \tag{A5}\\
\boldsymbol{f}_{\boldsymbol{i}} & =\left(\begin{array}{ccccc}
\frac{\mathrm{d} \Delta_{1}^{R}}{\mathrm{~d} q_{i}}, \ldots, \frac{\mathrm{~d} \Delta_{n}^{R}}{\mathrm{~d} q_{i}}, \frac{\mathrm{~d} \Delta_{2}^{I}}{\mathrm{~d} q_{i}}, \ldots, \frac{\mathrm{~d} \Delta_{n}^{I}}{\mathrm{~d} q_{i}}, \frac{\mathrm{~d} \mu}{\mathrm{~d} q_{i}}
\end{array}\right)^{\mathrm{T}}  \tag{A6}\\
\boldsymbol{b}_{\boldsymbol{i}} & =\left(\begin{array}{cl}
\frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{1}^{R}}, \ldots, \frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{n}^{R}}, \frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{2}^{I}}, \ldots, \frac{\partial^{2} \Omega}{\partial q_{i} \partial \Delta_{n}^{I}}, \frac{\partial^{2} \Omega}{\partial q_{i} \partial \mu}
\end{array}\right)^{\mathrm{T}} . \tag{A7}
\end{align*}
$$

The order parameter $\Delta_{1}^{I}$ is absent as we have set the global phase of all order parameters by forcing $\Delta_{1}$ real and positive. With these definitions, the total superfluid weight in Eq. (A3) can be written as

$$
\begin{equation*}
V\left[D_{s}\right]_{i j}=\left.\frac{\partial^{2} \Omega}{\partial q_{i} \partial q_{j}}\right|_{\boldsymbol{q}=\mathbf{0}}-\left.\boldsymbol{f}_{\boldsymbol{i}}^{\mathrm{T}}\left(\partial_{\Delta, \mu}^{2} \Omega\right) \boldsymbol{f}_{\boldsymbol{i}}\right|_{\boldsymbol{q}=\mathbf{0}} \tag{A8}
\end{equation*}
$$

The derivatives of the order parameters and chemical potential can be found by solving the state at nonzero $\boldsymbol{q}$ or from the system of equations $\left(\partial_{\Delta, \mu}^{2} \Omega\right) \boldsymbol{f}_{\boldsymbol{i}}=-\boldsymbol{b}_{\boldsymbol{i}}$ if the ma$\operatorname{trix} \partial_{\Delta, \mu}^{2} \Omega$ is invertible. If we had not fixed the overall phase of the order parameters, $\partial_{\Delta, \mu}^{2} \Omega$ would be singular. However, removing the line and column involving derivatives with reference to $\Delta_{1}^{I}$ from the Hessian matrix as we have done in the definition of $\partial_{\Delta, \mu}^{2} \Omega$ generally makes $\partial_{\Delta, \mu}^{2} \Omega$ non-singular.

When the derivatives of the order parameters are purely imaginary, for example in systems with TRS, the additional terms $-\left.\boldsymbol{f}_{\boldsymbol{i}}{ }^{\mathrm{T}}\left(\partial_{\Delta, \mu}^{2} \Omega\right) \boldsymbol{f}_{\boldsymbol{i}}\right|_{\boldsymbol{q}=\mathbf{0}}$ appear only in multiband models. However, if the real part of the order parameters has a nonzero derivative, $\left[D_{s}\right]_{i j}=$ $(1 / V) \partial \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ can be inaccurate even in singleband models, as the derivative cannot be made zero by changing the phase of the order parameter.

Here we have used only the order parameters as meanfield parameters. If one included more parameters, for example Hartree terms, the $\boldsymbol{q}$ dependence of those parameters should be appropriately taken into account as well.

We note here that when $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{q=0} \neq 0$, the derivatives of the chemical potential may contribute to the superfluid weight. Both the definition $\left[D_{s}\right]_{i j}=$ $(1 / V) \mathrm{d}^{2} \Omega /\left.\mathrm{d} q_{i} \mathrm{~d} q_{j}\right|_{\mu, \boldsymbol{q}=\mathbf{0}}$, where $\mu$ is fixed, and $\left[D_{s}\right]_{i j}=$ $(1 / V) \mathrm{d}^{2} F /\left.\mathrm{d} q_{i} \mathrm{~d} q_{j}\right|_{N, \boldsymbol{q}=\mathbf{0}}$ used above have been used in literature, but it is unclear whether they always yield the same result at the mean-field level. This ambiguity is related to the non-conservation of the particle number by
the BCS Hamiltonian, which makes the introduction of the chemical potential more subtle at the mean-field level than in the exact Hubbard Hamiltonian. If $\mu$ is thought of as a Lagrange multiplier that should be solved to keep the average particle number constant, its dependence on $\boldsymbol{q}$ should be included.

## Appendix B: Impact of orbital positions on the order parameters

With our convention of Fourier transformation (Eq. (5)), the intra-unit cell orbital positions $\boldsymbol{\delta}_{\boldsymbol{\alpha}}$ appear in the Fourier transformed kinetic Hamiltonians, $\left[H_{\boldsymbol{k}}^{\sigma}\right]_{\alpha \beta}=-\sum_{i} t_{i \alpha, 0 \beta}^{\sigma} e^{-i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{i}+\boldsymbol{\delta}_{\boldsymbol{\alpha}}-\boldsymbol{\delta}_{\boldsymbol{\beta}}\right)}$. Let us denote by $\widetilde{H}_{k}^{\sigma}$ and $H_{k}^{\sigma}$ the kinetic Hamiltonians with intra-unit cell positions $\left\{\widetilde{\boldsymbol{\delta}_{\alpha}}\right\}$ and $\left\{\boldsymbol{\delta}_{\alpha}\right\}$, respectively. The two Hamiltonians are related by

$$
\begin{align*}
{\left[\widetilde{H}_{\boldsymbol{k}}^{\sigma}\right]_{\alpha \beta} } & =-e^{-i \boldsymbol{k} \cdot\left(\widetilde{\boldsymbol{\delta}_{\boldsymbol{\alpha}}}-\widetilde{\boldsymbol{\delta}_{\boldsymbol{\beta}}}\right)} \sum_{i} t_{i \alpha, 0 \beta}^{\sigma} e^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{\boldsymbol{i}}} \\
& =e^{-i \boldsymbol{k} \cdot\left(\widetilde{\boldsymbol{\delta}_{\alpha}}-\boldsymbol{\delta}_{\alpha}-\widetilde{\boldsymbol{\delta}_{\boldsymbol{\beta}}}+\boldsymbol{\delta}_{\boldsymbol{\beta}}\right)}\left[H_{\boldsymbol{k}}^{\sigma}\right]_{\alpha \beta} \tag{B1}
\end{align*}
$$

This can be rewritten in matrix form as $\widetilde{H}_{\boldsymbol{k}}^{\sigma}=V_{\boldsymbol{k}}^{\dagger} H_{\boldsymbol{k}}^{\sigma} V_{\boldsymbol{k}}$, where $V_{\boldsymbol{k}}=\operatorname{diag}\left(e^{i \boldsymbol{k} \cdot\left(\widetilde{\boldsymbol{\delta}_{1}}-\boldsymbol{\delta}_{1}\right)}, \ldots, e^{i \boldsymbol{k} \cdot\left(\widetilde{\boldsymbol{\delta}_{n}}-\delta_{n}\right)}\right)$.

To show how the orbital positions impact the order parameters, let us consider the corresponding Bogoliubov-de-Gennes (BdG) Hamiltonians. By performing a unitary transformation $U \widetilde{H}_{B d G}(\boldsymbol{k}) U^{\dagger}$ with $U=\operatorname{diag}\left(V_{\boldsymbol{q}+\boldsymbol{k}}, V_{\boldsymbol{q}-\boldsymbol{k}}^{\dagger}\right), \widetilde{H}_{B d G}(\boldsymbol{k})$ becomes

$$
U \widetilde{H}_{B d G, k} U^{\dagger}=\left(\begin{array}{cc}
H_{q+k}^{\uparrow}-\mu \mathbf{1} & V_{\boldsymbol{q}+k} \boldsymbol{\Delta} V_{\boldsymbol{q}-k}  \tag{B2}\\
V_{\boldsymbol{q}-\boldsymbol{k}}^{\dagger} \boldsymbol{\Delta}^{\dagger} V_{\boldsymbol{q}+\boldsymbol{k}}^{\dagger} & -\left(H_{\boldsymbol{q}-k}^{\downarrow}\right)^{*}+\mu \mathbf{1}
\end{array}\right)
$$

Assuming $\boldsymbol{\Delta}$ is diagonal, it commutes with $V$, and $V_{\boldsymbol{q}+\boldsymbol{k}} \boldsymbol{\Delta} V_{\boldsymbol{q}-\boldsymbol{k}}=\operatorname{diag}\left(\Delta_{1} e^{2 i \boldsymbol{q} \cdot\left(\widetilde{\delta_{1}}-\delta_{1}\right)}, \ldots, \Delta_{n} e^{2 i \boldsymbol{q} \cdot\left(\widetilde{\boldsymbol{\delta}_{n}}-\delta_{n}\right)}\right)$.

Thus $\widetilde{H}_{B d G}(\boldsymbol{k})$ with order parameters $\left(\Delta_{1}, \ldots, \Delta_{n}\right)$ has the same eigenvalues as $H_{B d G}(\boldsymbol{k})$ with order parameters $\left(\Delta_{1} e^{2 i \boldsymbol{q} \cdot\left(\widehat{\boldsymbol{\delta}_{1}}-\boldsymbol{\delta}_{1}\right)}, \ldots, \Delta_{n} e^{2 i \boldsymbol{q} \cdot\left(\widehat{\delta_{n}}-\boldsymbol{\delta}_{n}\right)}\right)$. Since the grand canonical potential depends only on the eigenvalues of the BdG Hamiltonian and the absolute value of the order parameters, the thermodynamic potentials are related by

$$
\begin{equation*}
\widetilde{\Omega}\left(\boldsymbol{q}, \mu, \Delta_{\alpha}\right)=\Omega\left(\boldsymbol{q}, \mu, \Delta_{\alpha} e^{2 i \boldsymbol{q} \cdot\left(\widetilde{\delta_{\alpha}}-\delta_{\alpha}\right)}\right) \tag{B3}
\end{equation*}
$$

The thermodynamic potential at the order parameters that solve the gap equation will always be the same for a given $\boldsymbol{q}$ and $\mu$ regardless of the intra-unit cell positions. However, the order parameters that minimize the thermodynamic potential will have complex phases that depend on the intra-unit cell positions. These phases can be sublattice-dependent, and in the multiband case, they cannot in general be removed by a change in the overall phase of the order parameters.

## Appendix C: Positions for which the superfluid weight is related to the quantum metric

The superfluid weight in a system with TRS is given by the simple equation $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$ when $-\left.\left(\mathrm{d}_{i} \Delta^{I}\right)^{T} \partial_{\Delta^{I}}^{2} \Omega\left(\mathrm{~d}_{j} \Delta^{I}\right)\right|_{q=0}=0$ for all $i, j$. When $\partial_{\Delta^{I}}^{2} \Omega$ is invertible, this holds if and only if $\mathrm{d}_{i} \Delta^{I}=0$. This is the case when the overall phase of the order parameters is fixed.

The derivatives of the order parameters in a system with TRS are given by

$$
\begin{equation*}
\left.\frac{\mathrm{d} \Delta_{\alpha}}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left.i \frac{\mathrm{~d} \Delta_{\alpha}^{I}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left.i \Delta_{\alpha} \frac{\mathrm{d} \theta_{\alpha}}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}} . \tag{C1}
\end{equation*}
$$

As shown in Appendix $B$, if the solutions to the gap equation in a system with orbital positions $\left\{\boldsymbol{\delta}_{\alpha}\right\}$ are $\Delta_{\alpha}=$ $\left|\Delta_{\alpha}\right| e^{i \theta_{\alpha}}$, the solutions with another choice of positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}{ }^{\prime}\right\}$ are $\Delta_{\alpha}^{\prime}=\left|\Delta_{\alpha}\right| e^{i \theta_{\alpha}^{\prime}}$, where $\theta_{\alpha}^{\prime}=\theta_{\alpha}-2 \boldsymbol{q} \cdot\left(\boldsymbol{\delta}_{\boldsymbol{\alpha}}{ }^{\prime}-\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right)$. The derivatives of the order parameters are thus related by
$\left.\frac{\mathrm{d} \Delta_{\alpha}^{I}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left.\Delta_{\alpha} \frac{\mathrm{d} \theta_{\alpha}}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left.\Delta_{\alpha} \frac{\mathrm{d} \theta_{\alpha}^{\prime}}{\mathrm{d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}+2 \Delta_{\alpha}\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}{ }^{\prime}-\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right]_{i}$.
The positions $\boldsymbol{\delta}_{\boldsymbol{\alpha}}$ for which $\mathrm{d}_{i} \boldsymbol{\Delta}^{I}=0$ can be solved directly from this equation once the derivative is known for some positions $\left\{\delta_{\alpha}^{0}\right\}$. When $\partial_{\Delta^{I}}^{2} \Omega$ is invertible, the derivatives of the order parameters are uniquely defined, and the above equation gives a unique position $\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right]_{i}=\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{0}}\right]_{i}+\left(\mathrm{d} \theta_{\boldsymbol{\alpha}}^{0} / \mathrm{d} q_{i}\right) /\left.2\right|_{\boldsymbol{q}=\mathbf{0}}$ for all sublattices where $\Delta_{\alpha} \neq 0$.
The initial choice of orbital positions $\left\{\boldsymbol{\delta}_{\alpha}^{0}\right\}$ is arbitrary, and we can verify that the solution $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$ where $\mathrm{d} \Delta^{I}=$ 0 remains the same with a different choice. If we pick another initial set of positions $\left\{\boldsymbol{\delta}_{\alpha}^{1}\right\}$, the positions for
which $\mathrm{d} \Delta_{\alpha} /\left.\mathrm{d} q_{i}\right|_{q=0}=0$ are

$$
\begin{align*}
{\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right]_{i} } & =\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{1}}\right]_{i}+\left.\frac{1}{2} \frac{\mathrm{~d} \theta_{\alpha}^{1}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}=\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{1}}\right]_{i}-\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{1}}-\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{0}}\right]_{i}+\left.\frac{1}{2} \frac{\mathrm{~d} \theta_{\alpha}^{0}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}} \\
& =\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{0}}\right]_{i}+\left.\frac{1}{2} \frac{\mathrm{~d} \theta_{\alpha}^{0}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}} \tag{C3}
\end{align*}
$$

for any sublattice $\alpha$ where $\Delta_{\alpha} \neq 0$. We used Eq. (C2) in the second equality. The positions $\left\{\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right\}$ are thus the same for any choice of initial orbital positions.

If we had not fixed the overall phase of the parameters at nonzero $\boldsymbol{q}$, the vector $\mathrm{d}_{i} \Delta^{I}$ and the Hessian matrix $\partial_{\Delta_{I}}^{2} \Omega$ would read

$$
\begin{align*}
\mathrm{d}_{i} \Delta^{I} & =\left(\frac{\mathrm{d} \Delta_{1}^{I}}{\mathrm{~d} q_{i}}, \ldots, \frac{\mathrm{~d} \Delta_{n}^{I}}{\mathrm{~d} q_{i}}\right)^{\mathrm{T}}  \tag{C4}\\
\partial_{\Delta^{I}}^{2} \Omega & =\left(\begin{array}{ccc}
\frac{\partial^{2} \Omega}{\partial \Delta_{1}^{I} \partial \Delta_{1}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{1}^{I} \partial \Delta_{n}^{I}} \\
\vdots & \ddots & \vdots \\
\frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{1}^{I}} & \cdots & \frac{\partial^{2} \Omega}{\partial \Delta_{n}^{I} \partial \Delta_{n}^{I}}
\end{array}\right) . \tag{C5}
\end{align*}
$$

These have the same form as in the main text, but with the addition of the terms related to $\Delta_{1}$. The full Hessian matrix is not invertible, but has an eigenvector $\boldsymbol{v}=\left(\Delta_{1}, \ldots, \Delta_{n}\right)^{T}$ with a zero eigenvalue, which reflects the freedom in the phase of the order parameters [27]. In this case, $-\left(\mathrm{d}_{i} \Delta^{I}\right)^{T} \partial_{\Delta^{I}}^{2} \Omega\left(\mathrm{~d}_{j} \Delta^{I}\right)=0$ if and only if $\mathrm{d}_{i} \Delta^{I}=C_{i} \boldsymbol{v}$, where $C_{i}$ is a real number. Then from Eq. (C1), the positions for which $\left[D_{s}\right]_{i j}=$ $(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ are given by

$$
\begin{equation*}
\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}\right]_{i}=\left[\boldsymbol{\delta}_{\boldsymbol{\alpha}}^{\mathbf{0}}\right]_{i}+\left.\frac{1}{2} \frac{\mathrm{~d} \theta_{\alpha}^{0}}{\mathrm{~d} q_{i}}\right|_{\boldsymbol{q}=\mathbf{0}}+C_{i} \tag{C6}
\end{equation*}
$$

in sublattices where $\Delta_{\alpha} \neq 0$. Like before, $\left\{\delta_{\alpha}^{0}\right\}$ are arbitrary orbital positions. If the overall phase of the order parameters is not fixed, the positions for which $\left[D_{s}\right]_{i j}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ are thus uniquely defined up to an overall translation by $C_{i}$.

## Appendix D: Superfluid weight from linear response theory

When computing the mean-field superfluid weight from the current response as in [6], we get the same result as from $D_{s}=(1 / V) \partial^{2} \Omega /\left.\partial q_{i} \partial q_{j}\right|_{q=0}$. This is expected, as the dependence of the order parameters on the vector field is ignored. Here we compute the superfluid weight from linear response theory by taking this dependence into account, and obtain an expression that is equivalent with $\left[D_{s}\right]_{i j}=(1 / V) \mathrm{d}^{2} F /\left.\mathrm{d} q_{i} \mathrm{~d} q_{j}\right|_{\boldsymbol{q}=\mathbf{0}}$ when $\mathrm{d} \mu /\left.\mathrm{d} q_{i}\right|_{\boldsymbol{q}=\mathbf{0}}=$ 0 .

Let us start from the mean-field Hamiltonian

$$
\begin{align*}
H_{\mathrm{MF}} & =H_{\mathrm{kin}}+H_{\mathrm{int}}  \tag{D1}\\
H_{\mathrm{int}} & =\sum_{i \alpha} \Delta_{i \alpha} c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger}+\Delta_{i \alpha}^{*} c_{i \alpha \downarrow} c_{i \alpha \uparrow}-\frac{\left|\Delta_{i \alpha}\right|^{2}}{U} \tag{D2}
\end{align*}
$$

where $\Delta_{i \alpha}=U\left\langle c_{i \alpha \downarrow} c_{i \alpha \uparrow}\right\rangle$. The vector field is introduced using the standard Peierls substitution in the kinetic term, so that $t_{i \alpha, j \beta}^{\sigma}$ is rewritten as $t_{i \alpha, j \beta}^{\sigma}(\boldsymbol{A})=$ $t_{i \alpha, j \beta}^{\sigma} \exp \left(-i \int_{\boldsymbol{r}_{i \alpha}}^{\boldsymbol{r}_{j \beta}} \boldsymbol{A} \cdot \mathrm{~d} \boldsymbol{r}\right)$. We assume that $\boldsymbol{A}$ varies slowly in space and time. Then the hopping terms can be approximated by $t_{i \alpha, j \beta}^{\sigma}(\boldsymbol{A})=t_{i \alpha, j \beta}^{\sigma} e^{-i \boldsymbol{A}\left(\boldsymbol{r}_{i \alpha, j \beta}^{\mathrm{CM}}, t\right) \cdot \boldsymbol{r}_{i \alpha, j \beta}^{\mathrm{rel}},}$ where $\boldsymbol{r}_{i \alpha, j \beta}^{\mathrm{rel}}=\boldsymbol{r}_{i \alpha}-\boldsymbol{r}_{j \beta}$ and $r_{i \alpha, j \beta}^{\mathrm{CM}}=\left(\boldsymbol{r}_{i \alpha}+\boldsymbol{r}_{j \beta}\right) / 2$. The total current density induced by $\boldsymbol{A}$ is $j_{\mu}(\boldsymbol{r}, t)=$ $-\delta H(\boldsymbol{A}) / \delta A_{\mu}(\boldsymbol{r}, t)$, where $\delta / \delta A_{\mu}$ is the functional derivative with reference to $A_{\mu}$.

We first expand the kinetic term up to second order in $\boldsymbol{A}$ around $\boldsymbol{A}=\mathbf{0}$ to obtain the functional derivative up to first order:

$$
\begin{equation*}
\frac{\delta H_{\mathrm{kin}}(\boldsymbol{A})}{\delta A_{\mu}(\boldsymbol{r}, t)}=\sum_{\substack{i \alpha, j \beta \\ \boldsymbol{r}_{i \alpha, j \beta}^{\mathrm{C}, j \beta}=\boldsymbol{r}}} T_{\mu \nu}(i \alpha, j \beta) A_{\nu}(\boldsymbol{r}, t)+j_{\mu}^{\mathrm{p}}(i \alpha, j \beta) \tag{D3}
\end{equation*}
$$

Repeated indices are summed over. The operators $T_{\mu \nu}(i \alpha, j \beta) A_{\nu}=-\sum_{\sigma} t_{i \alpha, j \beta}^{\sigma}\left[r_{i \alpha, j \beta}^{\mathrm{rel}}\right]_{\mu}\left[r_{i \alpha, j \beta}^{\mathrm{rel}}\right]_{\nu} c_{i \alpha \sigma}^{\dagger} c_{j \beta \sigma} A_{\nu}$ and $j_{\mu}^{\mathrm{p}}(i \alpha, j \beta)=-i \sum_{\sigma} t_{i \alpha, j \beta}^{\sigma}\left[r_{i \alpha, j \beta}^{\mathrm{rel}}\right]_{\mu} c_{i \alpha \sigma}^{\dagger} c_{j \beta \sigma}$ are the diamagnetic and paramagnetic current operators, respectively.

The functional derivative of the mean-field interaction Hamiltonian is
$\frac{\delta H_{\mathrm{int}}}{\delta A_{\mu}}=\sum_{i \alpha} \frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}} c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger}+$ H.c. $-\left(\frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}} \frac{\Delta_{i \alpha}^{*}}{U}+\right.$ H.c. $)$.
Using the linear response approximation $\Delta_{i \alpha}(\boldsymbol{A}) \approx$ $\Delta_{i \alpha}(\boldsymbol{A}=\mathbf{0})+\delta \Delta_{i \alpha} /\left.\delta A_{\nu}\right|_{\boldsymbol{A}=\mathbf{0}} A_{\nu}$, Eq. (D4) becomes

$$
\begin{align*}
\frac{\delta H_{\mathrm{int}}}{\delta A_{\mu}} & =\left.\sum_{i \alpha} \frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}} c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger}\right|_{\boldsymbol{A}=\mathbf{0}}+\text { H.c. } \\
& -\frac{1}{U} \sum_{i \alpha}\left(\left.\Delta_{i \alpha}^{*} \frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}}\right|_{\boldsymbol{A}=\mathbf{0}}+\text { H.c }\right) \\
& -\frac{1}{U} \sum_{i \alpha}\left(\left.\frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}} \frac{\delta \Delta_{i \alpha}^{*}}{\delta A_{\nu}}\right|_{\boldsymbol{A}=\mathbf{0}}+\text { H.c. }\right) A_{\nu} \tag{D5}
\end{align*}
$$

By combining equations (D3) and (D5), we obtain the total current density operator

$$
\begin{align*}
\left\langle j_{\mu}(\boldsymbol{r}, t)\right\rangle & =-\sum_{\substack{i \alpha, j \beta: \\
\boldsymbol{r}_{i \alpha, j \beta}^{\mathrm{CM}}=\boldsymbol{r}}}\left[\left\langle\widetilde{T}_{\mu \nu}(i \alpha, j \beta)\right\rangle A_{\nu}\left(\boldsymbol{r}_{i \alpha, j \beta}^{\mathrm{CM}}, t\right)+\left\langle\widetilde{j}_{\mu}^{\mathrm{p}}(i \alpha, j \beta)\right\rangle\right]  \tag{D6}\\
\widetilde{T}_{\mu \nu}(i \alpha, j \beta) & =T_{\mu \nu}(i \alpha, j \beta)-\frac{1}{U}\left(\left.\frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}\left(\boldsymbol{r}_{i \alpha}, t\right)} \frac{\delta \Delta_{i \alpha}^{*}}{\delta A_{\nu}\left(\boldsymbol{r}_{i \alpha}, t\right)}\right|_{\boldsymbol{A}=\mathbf{0}}+\text { H.c. }\right) \delta_{i \alpha, j \beta}  \tag{D7}\\
\widetilde{j_{\mu}^{\mathrm{p}}}(i \alpha, j \beta) & =j_{\mu}^{\mathrm{p}}(i \alpha, j \beta)+\left(\left.\frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}\left(\boldsymbol{r}_{i \alpha}, t\right)}\right|_{\boldsymbol{A}=\mathbf{0}} c_{i \alpha \uparrow}^{\dagger} c_{i \alpha \downarrow}^{\dagger}-\left.\frac{1}{U} \frac{\delta \Delta_{i \alpha}}{\delta A_{\mu}\left(\boldsymbol{r}_{i \alpha}, t\right)} \Delta_{i \alpha}^{*}\right|_{\boldsymbol{A}=\mathbf{0}}+\text { H.c. }\right) \delta_{i \alpha, j \beta} . \tag{D8}
\end{align*}
$$

As $\boldsymbol{A}$ varies slowly in both space and time, we can assume the induced current has the same spatial and temporal dependence as $\boldsymbol{A}$, so that

$$
\begin{equation*}
\left\langle j_{\mu}(\boldsymbol{q}, \omega)\right\rangle=-K_{\mu \nu}(\boldsymbol{q}, \omega) A_{\nu}(\boldsymbol{q}, \omega), \tag{D9}
\end{equation*}
$$

where $K_{\mu \nu}$ is the current-current response function. The Fourier transformed total current density reads $\left\langle j_{\mu}(\boldsymbol{q}, t)\right\rangle=(1 / V) \sum_{\boldsymbol{r}}\left\langle j_{\mu}(\boldsymbol{r}, t)\right\rangle e^{-i \boldsymbol{q} \cdot \boldsymbol{r}}$. Assuming the order parameter is uniform in each sublattice (i.e., may depend on the orbital $\alpha$, but for a given orbital is the
same at each unit cell $i$ ), we obtain

$$
\begin{align*}
\left\langle j_{\mu}(\boldsymbol{q}, t)\right\rangle & =-\left\langle\widetilde{T}_{\mu \nu}\right\rangle A_{\nu}(\boldsymbol{q}, t)-\left\langle\tilde{j}_{\mu}^{\mathrm{p}}(\boldsymbol{q})\right\rangle,  \tag{D10}\\
\widetilde{T}_{\mu \nu} & =\frac{1}{V} \sum_{\boldsymbol{k}, \sigma} \sum_{\alpha \beta}\left[\left.\partial_{\mu} \partial_{\nu} H_{\sigma}\left(\boldsymbol{k}^{\prime}\right)\right|_{\boldsymbol{k}^{\prime}=\boldsymbol{k}}\right]_{\alpha \beta} c_{\boldsymbol{k} \alpha \sigma}^{\dagger} c_{\boldsymbol{k} \beta \sigma} \\
& -\frac{1}{U} \frac{1}{V_{c}} \sum_{\alpha}\left(\frac{\delta \Delta_{\alpha}}{\delta A_{\mu}} \frac{\delta \Delta_{\alpha}^{*}}{\delta A_{\nu}}+\text { H.c. }\right),  \tag{D11}\\
\widetilde{j_{\mu}^{\mathrm{p}}}(\boldsymbol{q}) & =\frac{1}{V} \sum_{\boldsymbol{k}, \sigma} \sum_{\alpha \beta}\left[\left.\partial_{\mu} H_{\sigma}\left(\boldsymbol{k}^{\prime}\right)\right|_{\boldsymbol{k}^{\prime}=\boldsymbol{k}+\boldsymbol{q} / 2}\right]_{\alpha \beta} c_{\boldsymbol{k} \alpha \sigma}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q} \beta \sigma} \\
& +\frac{1}{V} \sum_{\boldsymbol{k} \alpha} \frac{\delta \Delta_{\alpha}}{\delta A_{\mu}} c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger} c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}+\frac{\delta \Delta_{\alpha}^{*}}{\delta A_{\mu}} c_{-\boldsymbol{k} \alpha \downarrow} c_{\boldsymbol{k}+\boldsymbol{q} \alpha \uparrow} \\
& -\frac{1}{V} \sum_{\boldsymbol{r}_{i \alpha}} \frac{1}{U}\left(\frac{\delta \Delta_{\alpha}^{*}}{\delta A_{\mu}} \Delta_{\alpha}(\mathbf{0})+\text { H.c. }\right) e^{-i \boldsymbol{q} \cdot \boldsymbol{r}_{i \alpha}}, \tag{D12}
\end{align*}
$$

where $\delta \Delta_{\alpha} / \delta A_{\mu}=\delta \Delta_{i \alpha} /\left.\delta A_{\mu}\left(\boldsymbol{r}_{i \alpha}, t\right)\right|_{\boldsymbol{A}=\mathbf{0}}$ and $V_{c}$ is the
volume of a unit cell, $V_{c}=V / N_{c}$.
In linear response theory, the paramagnetic part can be computed using the Kubo formula

$$
\begin{equation*}
\left\langle\widetilde{j_{\mu}^{\mathrm{p}}}(\boldsymbol{q}, \omega)\right\rangle=-i V \sum_{\nu} \int_{0}^{\infty} \mathrm{d} t e^{i \omega t}\left\langle\left[\widetilde{j_{\mu}^{\mathrm{p}}}(\boldsymbol{q}, t), \widetilde{j_{\nu}^{\mathrm{p}}}(-\boldsymbol{q}, 0)\right]\right\rangle A_{\nu}(\boldsymbol{q}, \omega) . \tag{D13}
\end{equation*}
$$

We will compute the current-current response function $K_{\mu \nu}$ in imaginary time using the Matsubara formalism. To compute the contribution from the paramagnetic current, we define

$$
\begin{equation*}
\Pi_{\mu \nu}(\boldsymbol{q}, \tau)=V^{2}\left\langle T\left[\widetilde{j_{\mu}^{\mathrm{p}}}(\boldsymbol{q}, \tau) \widetilde{j_{\nu}^{\mathrm{p}}}(-\boldsymbol{q}, 0)\right]\right\rangle, \tag{D14}
\end{equation*}
$$

where $T$ is the imaginary time ordering operator.
In the computation of $\Pi_{\mu \nu}$, it will be useful to define the following block matrices:

$$
\begin{align*}
\widetilde{H}(\boldsymbol{k}) & =\left(\begin{array}{cc}
H_{\uparrow}(\boldsymbol{k}) & \mathbf{0} \\
\mathbf{0} & -H_{\downarrow}^{*}(-\boldsymbol{k})
\end{array}\right),  \tag{D15}\\
G^{\alpha \beta}(\boldsymbol{k}) & =-\left(\begin{array}{cc}
\left\langle T\left[c_{\boldsymbol{k} \alpha \uparrow}(\tau) c_{\boldsymbol{k} \beta \uparrow}^{\dagger}\right]\right\rangle & \left\langle T\left[c_{\boldsymbol{k} \alpha \uparrow}(\tau) c_{-\boldsymbol{k} \beta \downarrow}\right]\right\rangle \\
\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k} \beta \uparrow}^{\dagger}\right]\right\rangle & \left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{-\boldsymbol{k} \beta \downarrow}\right\rangle\right\rangle
\end{array}\right), \tag{D16}
\end{align*}
$$

$$
\begin{align*}
\delta_{\nu} \Delta & =\left(\begin{array}{cc}
\mathbf{0} & \frac{\delta \boldsymbol{\Delta}}{\delta A_{\nu}} \\
\frac{\delta \boldsymbol{\Delta}^{*}}{\delta A_{\nu}} & \mathbf{0}
\end{array}\right),  \tag{D17}\\
\frac{\delta \boldsymbol{\Delta}}{\delta A_{\nu}} & =\operatorname{diag}\left(\frac{\delta \Delta_{1}}{\delta A_{\nu}}, \ldots, \frac{\delta \Delta_{n}}{\delta A_{\nu}}\right) . \tag{D18}
\end{align*}
$$

We use the following indexing convention: $A_{i j}$ desig-
nates the block $(i, j)$, and $A_{i j}^{\alpha \beta}$ designates the component $(\alpha, \beta)$ in said block. For example, $G(\tau, \boldsymbol{k})_{01}^{\alpha \beta}=$ $-\left\langle T\left[c_{\boldsymbol{k} \alpha \uparrow} c_{-\boldsymbol{k} \beta \downarrow}\right]\right\rangle$. For readability, we will use the notation $\left.\partial_{\mu} A\right|_{\boldsymbol{k}}=\partial A\left(\boldsymbol{k}^{\prime}\right) /\left.\partial k_{\mu}^{\prime}\right|_{\boldsymbol{k}^{\prime}=\boldsymbol{k}}$.

If we do not take the dependence of order parameters into account, the only terms in $\Pi_{\mu \nu}(\boldsymbol{q}, \tau)$ are

$$
\begin{align*}
& \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma \sigma^{\prime} \alpha \beta \gamma \delta}\left[\left.\partial_{\mu} H_{\sigma}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2}\right]^{\alpha \beta}\left[\left.\partial_{\nu} H_{\sigma^{\prime}}\right|_{\boldsymbol{k}^{\prime}-\boldsymbol{q} / 2}\right]^{\gamma \delta} \\
& \quad\left\langle T\left[c_{\boldsymbol{k} \alpha \sigma}^{\dagger}(\tau) c_{\boldsymbol{k}+\boldsymbol{q} \beta \sigma}(\tau) c_{\boldsymbol{k}^{\prime} \gamma \sigma^{\prime}}^{\dagger} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \delta \sigma^{\prime}}\right]\right\rangle . \tag{D19}
\end{align*}
$$

These can be $\tilde{\sim}^{\text {expressed }}$ as $\Pi_{\mu \nu}^{(0)}=$ $-\sum_{\boldsymbol{k}} \operatorname{Tr}\left[\left.\left.G(-\tau, \boldsymbol{k}) \partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z} G(\tau, \boldsymbol{k}+\boldsymbol{q}) \partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}\right]$. For the new terms related to the derivatives of the order parameters, let us start from those where the prefactor involves one derivative of $\Delta_{\alpha}$ or $\Delta_{\alpha}^{*}$. We will show detailed steps for

$$
\begin{align*}
\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma \alpha \beta \gamma} & \frac{\delta \Delta_{\alpha}}{\delta A_{\mu}}\left[\left.\partial_{\nu} H_{\sigma}\right|_{\boldsymbol{k}^{\prime}-\boldsymbol{q} / 2}\right]^{\beta \gamma} \\
& \left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime} \beta \sigma}^{\dagger} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \gamma \sigma}\right]\right\rangle . \tag{D20}
\end{align*}
$$

Taking only one-loop graphs and ignoring disconnected ones, the four point correlator becomes

$$
\begin{align*}
& \left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime} \beta \sigma}^{\dagger} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \gamma \sigma}\right]\right\rangle \\
& =-\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime} \beta \sigma}^{\dagger}\right]\right\rangle\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \gamma \sigma}\right]\right\rangle+\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \gamma \sigma}\right]\right\rangle\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime} \beta \sigma}^{\dagger}\right]\right\rangle \\
& =-\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{-\boldsymbol{k}+\boldsymbol{q} \beta \downarrow}^{\dagger}\right]\right\rangle\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{-\boldsymbol{k} \gamma \downarrow}\right]\right\rangle \delta_{\sigma, \downarrow} \delta_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{q}}+\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{\boldsymbol{k}-\boldsymbol{q} \boldsymbol{\gamma} \uparrow}\right]\right\rangle\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k} \beta \uparrow}^{\dagger}\right]\right\rangle \delta_{\sigma, \uparrow} \delta_{\boldsymbol{k}^{\prime}, \boldsymbol{k}} \tag{D21}
\end{align*}
$$

Plugging this into Eq. (D20), we get from the first term

$$
\begin{align*}
& -\sum_{\boldsymbol{k} \alpha \beta \gamma}\left(-G_{10}^{\beta \alpha}(-\tau, \boldsymbol{k}-\boldsymbol{q})\right)\left[\delta_{\mu} \Delta\right]_{01}^{\alpha \alpha} \times \\
& \quad \times G_{11}^{\alpha \gamma}(\tau, \boldsymbol{k})\left(-\left[\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}-\boldsymbol{q} / 2} \gamma^{z}\right]\right)_{11}^{\gamma \beta} \\
& =-  \tag{D23}\\
& \quad \sum_{\boldsymbol{k} \alpha \beta \gamma} G_{10}^{\beta \alpha}(-\tau, \boldsymbol{k})\left[\delta_{\mu} \Delta\right]_{01}^{\alpha \alpha} G_{11}^{\alpha \gamma}(\tau, \boldsymbol{k}+\boldsymbol{q})\left[\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}\right]_{00}^{\gamma \beta},
\end{align*}
$$

$$
\left.\partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}}=\left(\begin{array}{cc}
\left.\frac{\partial H_{\uparrow}\left(\boldsymbol{k}^{\prime}\right)}{\partial k_{\mu}^{\prime}}\right|_{\boldsymbol{k}^{\prime}=\boldsymbol{k}} & 0 \\
0 & \left.\frac{\partial H_{\downarrow}^{*}\left(\boldsymbol{k}^{\prime}\right)}{\partial k_{\mu}^{\prime}}\right|_{\boldsymbol{k}^{\prime}=-\boldsymbol{k}}
\end{array}\right)
$$

Similarly, the second part yields

$$
\begin{align*}
& \sum_{\boldsymbol{k} \alpha \beta \gamma}-G_{00}^{\gamma \alpha}(-\tau, \boldsymbol{k}-\boldsymbol{q})\left[\delta_{\mu} \Delta\right]_{01}^{\alpha \alpha} G_{10}^{\alpha \beta}(\tau, \boldsymbol{k})\left[\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}-\boldsymbol{q} / 2}\right]_{00}^{\beta \gamma} \\
& =-\sum_{\boldsymbol{k} \alpha \beta \gamma} G_{00}^{\gamma \alpha}(-\tau, \boldsymbol{k})\left[\delta_{\mu} \Delta\right]_{01}^{\alpha \alpha} G_{10}^{\alpha \beta}(\tau, \boldsymbol{k}+\boldsymbol{q})\left[\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2}\right]_{00}^{\beta \gamma} \tag{D24}
\end{align*}
$$

Repeating this procedure for all terms involving one derivative of $\Delta$ or $\Delta^{*}$, the total contribution is found to be

$$
\begin{align*}
\Pi_{\mu \nu}^{(1)} & =-\sum_{\boldsymbol{k}} \operatorname{Tr}\left[\left.G(-\tau, \boldsymbol{k}) \delta_{\mu} \Delta G(\tau, \boldsymbol{k}+\boldsymbol{q}) \partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}\right] \\
& -\sum_{\boldsymbol{k}} \operatorname{Tr}\left[\left.G(-\tau, \boldsymbol{k}) \partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z} G(\tau, \boldsymbol{k}+\boldsymbol{q}) \delta_{\nu} \Delta\right] . \tag{D25}
\end{align*}
$$

The next contributions to the paramagnetic current come from terms which have a product of derivatives of $\Delta$ or $\Delta^{*}$ as a prefactor, for example

$$
\begin{equation*}
\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \alpha \beta} \frac{\delta \Delta_{\alpha}}{\delta A_{\mu}} \frac{\delta \Delta_{\beta}}{\delta A_{\nu}}\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime}+\boldsymbol{q} \beta \uparrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \beta \downarrow}^{\dagger}\right]\right\rangle . \tag{D26}
\end{equation*}
$$

Like before, the correlator can be expressed as

$$
\begin{align*}
& \left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime}+\boldsymbol{q} \beta \uparrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \beta \downarrow}^{\dagger}\right]\right\rangle \\
& =-\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime}+\boldsymbol{q} \beta \uparrow}^{\dagger}\right\rangle\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{-\boldsymbol{k}^{\prime} \beta \downarrow}^{\dagger}\right]\right\rangle\right. \\
& +\left\langle T\left[c_{\boldsymbol{k}+\boldsymbol{q} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k}^{\prime}+\boldsymbol{q} \beta \uparrow}^{\dagger}\right\rangle\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{-\boldsymbol{k}^{\prime} \beta \downarrow}^{\dagger}\right]\right\rangle\right. \\
& =\left\langle T\left[c_{-\boldsymbol{k} \alpha \downarrow}^{\dagger}(\tau) c_{\boldsymbol{k} \beta \uparrow}^{\dagger}\right]\right\rangle\left\langle T\left[c_{\boldsymbol{k}-\boldsymbol{q} \alpha \uparrow}^{\dagger}(\tau) c_{\boldsymbol{q}-\boldsymbol{k} \beta \downarrow}^{\dagger}\right]\right\rangle \delta_{\boldsymbol{k}^{\prime}, \boldsymbol{k}-\boldsymbol{q}}, \tag{D27}
\end{align*}
$$

and the contribution to the paramagnetic term is

$$
\begin{align*}
& \sum_{\boldsymbol{k} \alpha \beta}\left(-G_{10}^{\beta \alpha}(-\tau, \boldsymbol{k}-\boldsymbol{q})\right)\left[\delta_{\mu} \Delta\right]_{01}^{\alpha \alpha} G_{10}^{\alpha \beta}(\tau, \boldsymbol{k})\left[\delta_{\nu} \Delta\right]_{01}^{\beta \beta} \\
& =-\sum_{\boldsymbol{k} \alpha \beta} G_{10}^{\beta \alpha}(-\tau, \boldsymbol{k})\left[\delta_{\mu} \Delta\right]_{01}^{\alpha \alpha} G_{10}^{\alpha \beta}(\tau, \boldsymbol{k}+\boldsymbol{q})\left[\delta_{\nu} \Delta\right]_{01}^{\beta \beta} . \tag{D28}
\end{align*}
$$

Repeating this for the other terms, the contribution to the paramagnetic current is found to be

$$
\begin{equation*}
\Pi_{\mu \nu}^{(2)}=-\sum_{k} \operatorname{Tr}\left[G(-\tau, \boldsymbol{k}) \delta_{\mu} \Delta G(\tau, \boldsymbol{k}+\boldsymbol{q}) \delta_{\nu} \Delta\right] . \tag{D29}
\end{equation*}
$$

The last scalar term in the generalized paramagnetic current operator (Eq. (D12)) does not contribute, as it commutes with all operators.

By combining equations (D25) and (D29), we obtain

$$
\begin{gather*}
\Pi_{\mu \nu}(\boldsymbol{q}, \tau)=-\sum_{\boldsymbol{k}} \operatorname{Tr}\left[G(-\tau, \boldsymbol{k})\left(\left.\partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}+\delta_{\mu} \Delta\right)\right. \\
\left.G(\tau, \boldsymbol{k}+\boldsymbol{q})\left(\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2)} \gamma^{z}+\delta_{\nu} \Delta\right)\right] . \tag{D30}
\end{gather*}
$$

Fourier transforming $\Pi_{\mu \nu}$ to Matsubara space yields

$$
\begin{align*}
\Pi_{\mu \nu}\left(\boldsymbol{q}, i \omega_{n}\right) & =-\int_{0}^{\beta} \mathrm{d} \tau e^{i \omega_{n} \tau} \Pi_{\mu \nu}(\boldsymbol{q}, \tau)  \tag{D31}\\
& =\frac{1}{\beta} \sum_{\boldsymbol{k}} \sum_{\Omega_{n}} \operatorname{Tr}\left[G\left(i \Omega_{n}, \boldsymbol{k}\right)\left(\left.\partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}+\delta_{\mu} \Delta\right)\right. \\
& \left.G\left(i \Omega_{n}+i \omega_{n}, \boldsymbol{k}+\boldsymbol{q}\right)\left(\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}+\delta_{\nu} \Delta\right)\right] \tag{D32}
\end{align*}
$$

where $\Omega_{n}=\pi(2 n+1) / \beta$ is a fermionic Matsubara frequency and $\omega_{n}=2 \pi n / \beta$ is a bosonic one. Computing the diamagnetic contribution to the current is straightforward. The total current-current response function is given by

$$
\begin{align*}
K_{\mu \nu}\left(\boldsymbol{q}, i \omega_{n}\right) & =-\frac{1}{V} \frac{1}{\beta} \sum_{\boldsymbol{k}} \sum_{\Omega_{m}} \operatorname{Tr}\left[\left.\left.G\left(i \Omega_{m}, \boldsymbol{k}\right) \partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}} G\left(i \Omega_{m}, \boldsymbol{k}\right) \partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}}\right] \\
& +\frac{1}{V} \frac{1}{\beta} \sum_{\boldsymbol{k}} \sum_{\Omega_{n}} \operatorname{Tr}\left[G\left(i \Omega_{m}, \boldsymbol{k}\right)\left(\left.\partial_{\mu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}+\delta_{\mu} \Delta\right) G\left(i \Omega_{m}+i \omega_{n}, \boldsymbol{k}+\boldsymbol{q}\right)\left(\left.\partial_{\nu} \widetilde{H}\right|_{\boldsymbol{k}+\boldsymbol{q} / 2} \gamma^{z}+\delta_{\nu} \Delta\right)\right] \\
& -\frac{1}{V_{c}} C \delta\left(\omega_{n}\right),  \tag{D33}\\
C & =\frac{1}{U} \sum_{\alpha} \frac{\delta \Delta_{\alpha}}{\delta A_{\mu}} \frac{\delta \Delta_{\alpha}^{*}}{\delta A_{\nu}}+\text { H.c. } \tag{D34}
\end{align*}
$$

In mean-field theory, the BdG Hamiltonian can be diagonalized as $H_{\mathrm{BdG}}=\sum_{a} E_{a}\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|$, and the Green's function is

$$
\begin{equation*}
G\left(i \Omega_{n}, \boldsymbol{k}\right)=\sum_{a} \frac{\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|}{i \Omega_{n}-E_{a}(\boldsymbol{k})} \tag{D35}
\end{equation*}
$$

$$
\begin{align*}
D_{s, \mu \nu} & =\left.\lim _{\boldsymbol{q} \rightarrow 0} \lim _{\omega \rightarrow 0} K_{\mu \nu}(\boldsymbol{q}, \omega)\right|_{\boldsymbol{A}=\mathbf{0}}  \tag{D36}\\
& =\frac{1}{V} \sum_{\boldsymbol{k}, a, b} \frac{n_{F}\left(E_{b}\right)-n_{F}\left(E_{a}\right)}{E_{a}-E_{b}}\left[\left\langle\psi_{a}\right| \partial_{\mu} \widetilde{H}_{\boldsymbol{k}}\left|\psi_{b}\right\rangle\left\langle\psi_{b}\right| \partial_{\nu} \widetilde{H}_{\boldsymbol{k}}\left|\psi_{a}\right\rangle\right. \\
& \left.-\left\langle\psi_{a}\right|\left(\partial_{\mu} \widetilde{H}_{\boldsymbol{k}} \gamma^{z}+\delta_{\mu} \Delta\right)\left|\psi_{b}\right\rangle\left\langle\psi_{b}\right|\left(\partial_{\nu} \widetilde{H}_{\boldsymbol{k}} \gamma^{z}+\delta_{\nu} \Delta\right)\left|\psi_{a}\right\rangle\right]-\frac{1}{V_{c}} C \tag{D37}
\end{align*}
$$



FIG. 6. (a) Schematic representation of the kagome model with a linear band touching. The corresponding band structure is shown in (b). (c) Band structure of the corresponding model with a quadratic band touching.
where $n_{F}(E)=1 /\left(e^{\beta E}+1\right)$ is the Fermi-Dirac distribution and the prefactor should be understood as $-\partial_{E} n_{F}(E)$ if $E_{a}=E_{b}$. The functional derivatives of the order parameters can be computed with knowledge of only the ground state at $\boldsymbol{A}=\mathbf{0}$, for example by using the Hessian method presented in the main text (see Eq. 16).

These equations are valid in general as long as $\delta \mu /\left.\delta A_{\mu}\right|_{\boldsymbol{A}=\mathbf{0}}=0$. If the derivative of the chemical potential is not zero, the above will be equivalent to $D_{s}=(1 / V) \mathrm{d}^{2} \Omega /\left.\mathrm{d} q_{i} \mathrm{~d} q_{j}\right|_{\mu, \boldsymbol{q}=\mathbf{0}}$, where $\mu$ is kept constant when taking the derivative. This may not be equal to $(1 / V) \mathrm{d}^{2} F /\left.\mathrm{d} q_{i} \mathrm{~d} q_{j}\right|_{N, \boldsymbol{q}=\mathbf{0}}$, where the particle number is kept constant.

## Appendix E: Equivalence of $D_{s}$ obtained from the thermodynamic potential and linear response theory

In this Appendix, we will show that the defini-
tion $\left[D_{s}\right]_{\mu \nu}=(1 / V) \mathrm{d}^{2} F /\left.\mathrm{d} q_{\mu} \mathrm{d} q_{\nu}\right|_{q=0}$ is equivalent

The superfluid weight then becomes
to the result obtained from linear response theory, $\left[D_{s}\right]_{\mu \nu}=\left.\lim _{\boldsymbol{q} \rightarrow 0} \lim _{\omega \rightarrow 0} K_{\mu \nu}(\boldsymbol{q}, \omega)\right|_{\boldsymbol{A}=0}$, where $K_{\mu \nu}$ is the current-current response function, $\left\langle j_{\mu}(\boldsymbol{q}, \omega)\right\rangle=$ $-K_{\mu \nu}(\boldsymbol{q}, \omega) A_{\nu}(\boldsymbol{q}, \omega)$.
When we define $\left[D_{s}\right]_{\mu \nu}=(1 / V) \mathrm{d}^{2} F /\left.\mathrm{d} q_{\mu} \mathrm{d} q_{\nu}\right|_{\boldsymbol{q}=\mathbf{0}}$, the vector $\boldsymbol{q}$ is introduced in the phase of the order parameters $\Delta_{i \alpha} \rightarrow \Delta_{i \alpha} e^{2 i \boldsymbol{q} \cdot \boldsymbol{r}_{i \alpha}}$. This phase can be moved to the kinetic Hamiltonian with a unitary transformation $c_{i \alpha \sigma} \rightarrow c_{i \alpha \sigma} e^{-i \boldsymbol{q} \cdot \boldsymbol{r}_{i \alpha}}$. The vector $\boldsymbol{q}$ is thus equivalent to a constant vector potential $\boldsymbol{A}$ introduced via a Peierls substitution.
The grand canonical potential is defined as $\Omega(\boldsymbol{A})=$ $-\beta^{-1} \ln Z(\boldsymbol{A}), Z(\boldsymbol{A})=\operatorname{Tr}\left[e^{-\beta H(\boldsymbol{A})}\right]$. The term $\mu N$ is included in the Hamiltonian, see Eq. (1). The functional derivative of $\Omega$ is

$$
\begin{align*}
\frac{1}{V} \frac{\delta^{2} \Omega}{\delta A_{\mu} \delta A_{\nu}} & =\frac{1}{V Z} \frac{\delta}{\delta A_{\mu}} \operatorname{Tr}\left[\frac{\delta H}{\delta A_{\nu}} e^{-\beta H(\boldsymbol{A})}\right] \\
& =\frac{\delta}{\delta A_{\mu}} \sum_{\lambda} K_{\nu \lambda} A_{\lambda}=K_{\nu \mu} \tag{E1}
\end{align*}
$$

Thus

$$
\begin{align*}
{\left[D_{s}\right]_{\mu \nu} } & =\left.\frac{1}{V} \frac{\mathrm{~d}^{2} F}{\mathrm{~d} A_{\mu} \mathrm{d} A_{\nu}}\right|_{\boldsymbol{A}=\mathbf{0}, N}=\left.\frac{1}{V} \frac{\mathrm{~d}^{2} \Omega}{\mathrm{~d} A_{\mu} \mathrm{d} A_{\nu}}\right|_{\boldsymbol{A}=\mathbf{0}, \mu} \\
& =\lim _{\boldsymbol{q} \rightarrow \mathbf{0}} \lim _{\omega \rightarrow 0} K_{\mu \nu}(\boldsymbol{q}, \omega) \tag{E2}
\end{align*}
$$

assuming that the chemical potential has a vanishing derivative at $\boldsymbol{A}=0$. When taking the total derivative of $F$, the total particle number is kept constant, whereas for $\Omega$, the chemical potential is kept constant.

## Appendix F: Flat band models with a tuned band touching

In Sec. VIB, we presented results for flat band models with a tuned band touching. We used the method developed in Ref. [47] to construct models where the flat band
energy and eigenstates remain unchanged while the band touchings with the dispersive bands are tuned from linear to quadratic. For the kagome geometry, the model with a linear band touching is shown in Fig. 6. The Fourier transformed kinetic Hamiltonian is
$H_{\boldsymbol{k}, \text { lin }, \text { kago }}=-2 i\left(\begin{array}{ccc}0 & \sin \left(k_{1} / 2\right) & \sin \left(k_{2} / 2\right) \\ -\sin \left(k_{1} / 2\right) & 0 & -\sin \left(k_{3} / 2\right) \\ -\sin \left(k_{2} / 2\right) & \sin \left(k_{3} / 2\right) & 0\end{array}\right)$,
where $k_{1}=k_{x}, k_{2}=k_{x} / 2+\sqrt{3} k_{y} / 2$ and $k_{3}=k_{x} / 2-$ $\sqrt{3} k_{y} / 2$. The length of a unit cell lattice vector is taken equal to 1 . This model has a flat band at $E=0$. The corresponding quadratic model is constructed so that the flat band is at the same energy and has the same Bloch functions. The obtained kinetic Hamiltonian is

$$
H_{\boldsymbol{k}, \text { quad,kago }}=C\left(\begin{array}{ccc}
\sin ^{2}\left(k_{1} / 2\right)+\sin ^{2}\left(k_{2} / 2\right) & -\sin \left(k_{2} / 2\right) \sin \left(k_{3} / 2\right) & \sin \left(k_{1} / 2\right) \sin \left(k_{3} / 2\right)  \tag{F2}\\
-\sin \left(k_{2} / 2\right) \sin \left(k_{3} / 2\right) & \sin ^{2}\left(k_{3} / 2\right)-2 \sin ^{2}\left(k_{1} / 2\right) & -2 \sin \left(k_{1} / 2\right) \sin \left(k_{2} / 2\right) \\
\sin \left(k_{1} / 2\right) \sin \left(k_{3} / 2\right) & -2 \sin \left(k_{1} / 2\right) \sin \left(k_{2} / 2\right) & \sin ^{2}\left(k_{3} / 2\right)-2 \sin ^{2}\left(k_{2} / 2\right)
\end{array}\right) .
$$

The constant $C$ is chosen so that the total width of the band structure is the same as in the linear model. The obtained band structure is shown in Fig. 6c. The total Hamiltonian with a continuously tuned band touching is $H_{\boldsymbol{k}, \text { kago }}=\left[(1-\lambda) H_{\boldsymbol{k}, \text { lin, kago }}+\lambda H_{\boldsymbol{k}, \text { quad,kago }}\right] / C_{2}(\lambda)$, where $C_{2}$ is chosen so that the total width of the band structure is independent of $\lambda$. Since both the linear and
quadratic model have a flat band at the same energy with the same eigenfunctions, the flat band eigenstates are identical for all $\lambda$.

For the Lieb geometry, we choose the same Lieb lattice as our linear model. In order to be able to open a band gap, we introduce the staggered hopping amplitudes used in the main text. The kinetic Hamiltonian is

$$
H_{\boldsymbol{k}, \text { lin,Lieb }}=-2\left(\begin{array}{ccc}
0 & \cos \left(k_{x} / 2\right)+i \delta \sin \left(k_{x} / 2\right) & \cos \left(k_{y} / 2\right)+i \delta \sin \left(k_{y} / 2\right)  \tag{F3}\\
\cos \left(k_{x} / 2\right)-i \delta \sin \left(k_{x} / 2\right) & 0 & 0 \\
\cos \left(k_{y} / 2\right)-i \delta \sin \left(k_{y} / 2\right) & 0 & 0
\end{array}\right)
$$

The kinetic Hamiltonian for the corresponding quadratic
model is

$$
H_{\boldsymbol{k}, \text { quad,Lieb }}=-\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
-2\left(1+\delta^{2}\right)-\left(1-\delta^{2}\right)\left(\cos \left(k_{x}\right)+\cos \left(k_{y}\right)\right) & 0 & 0  \tag{F4}\\
0 & 1+\delta^{2}+\left(1-\delta^{2}\right) \cos \left(k_{x}\right) & \Lambda\left(k_{x}, k_{y}, \delta\right) \\
0 & \Lambda^{*}\left(k_{x}, k_{y}, \delta\right) & 1+\delta^{2}+\left(1-\delta^{2}\right) \cos \left(k_{y}\right)
\end{array}\right)
$$

where $\Lambda\left(k_{x}, k_{y}, \delta\right)=2\left(\cos k_{x} / 2-i \delta \sin k_{x} / 2\right)\left(\cos k_{y} / 2+\right.$ $\left.i \delta \sin k_{y} / 2\right)$. One sublattice is disconnected from the others in this model. In this case, fixing the phase of one order parameter is not sufficient to make the Hessian matrix invertible, and we need to fix the overall phase in both the disconnected sublattice and the remaining two-band model. The total interpolating Hamiltonian is obtained the same way as for the kagome lattice. In this case, at $\delta=0$, the band touching is tuned continuously from a linear to a quadratic one. For nonzero $\delta$, a gap is opened. In this case, tuning $\lambda$ modifies the dispersive bands are modified without affecting the geometry of the flat band.

## Appendix G: S-Matrix construction

The $S$-matrix bipartite Hamiltonians[42] offer a route to understanding the mean-field gap in flat band systems, even those with band touching points. Denote the two sublattices $L, \tilde{L}$ with $N_{L}>N_{\tilde{L}}$, where $N_{L}, N_{\tilde{L}}$ are the number of orbitals per unit cell of each sublattice [42]. The kinetic energy Hamiltonian reads

$$
H_{k}=\left[\begin{array}{cc}
0 & S_{k}^{\dagger}  \tag{G1}\\
S_{k} & 0
\end{array}\right]
$$

Here $S_{\boldsymbol{k}}^{\dagger}$ is an $N_{\tilde{L}} \times N_{L}$ dimensional matrix, and so has a $N_{L}-N_{\tilde{L}}$ dimensional null space that forms the flat
bands. This Hamiltonian obeys a chiral symmetry

$$
S=\left[\begin{array}{cc}
I_{\tilde{L} \times \tilde{L}} & 0  \tag{G2}\\
0 & -I_{L \times L}
\end{array}\right], \quad\left\{S, H_{k}\right\}=0
$$

and the dispersive and flat wavefunctions read

$$
\Psi_{k, m, \pm}^{\mathrm{disp}}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
\phi_{\boldsymbol{k}, m}  \tag{G3}\\
\pm \psi_{\boldsymbol{k}, m}
\end{array}\right], \quad \Psi_{\boldsymbol{k}, n}^{\mathrm{flat}}=\left[\begin{array}{c}
0 \\
\psi_{\boldsymbol{k}, n}
\end{array}\right] .
$$

Here $\phi_{\boldsymbol{k}, m}$ and $\psi_{\boldsymbol{k}, m}$ are normalized column vectors whose components correspond the orbitals in the $\tilde{L}$ and $L$ sublattices, respectively. The vector $\phi_{\boldsymbol{k}, m}$ has length $N_{\tilde{L}}$, and $\psi_{\boldsymbol{k}, m}$ has length $N_{L}$. The dispersive states have energy $\pm \epsilon_{\boldsymbol{k}, m}$, where $\epsilon_{\boldsymbol{k}, m}$ are the singular values of $S_{\boldsymbol{k}}$. Due to chiral symmetry, the $\phi$ and $\psi$ sublattice vectors obey their own orthonormality relations and one may define the sublattice projectors as

$$
\begin{equation*}
P_{m}^{\tilde{L}}(\boldsymbol{k})=\phi_{\boldsymbol{k}, m} \phi_{\boldsymbol{k}, m}^{\dagger}, P_{m}^{L}(\boldsymbol{k})=\psi_{\boldsymbol{k}, m} \psi_{\boldsymbol{k}, m}^{\dagger} \tag{G4}
\end{equation*}
$$

where $P_{m}^{\tilde{L}}(\boldsymbol{k})$ is a $\tilde{L} \times \tilde{L}$ dimensional matrix, running over the orbitals $\alpha$ in the smaller sublattice $\tilde{L}$, and $P_{m}^{L}(\boldsymbol{k})$ is an $L \times L$ dimensional matrix, running over the orbitals $\alpha$ in the larger sublattice $L$. We allow the index $m$ to run over both the $N_{\tilde{L}}$ positive energy dispersive bands and the $N_{L}-N_{\tilde{L}}$ flat bands. Because there is no weight of the wavefunction in the smaller sublattice $\tilde{L}$ in the flat bands, $P_{m}^{\tilde{L}}(\boldsymbol{k})=0$ for $m$ in the flat bands. The sublattice projectors satisfy

$$
\begin{align*}
& \operatorname{Tr}\left[P_{m}^{\tilde{L}}(\boldsymbol{k})\right]= \begin{cases}0 & \text { if } m \in \text { flat bands } \\
1 & \text { if } m \in \text { dispersive bands }\end{cases}  \tag{G5}\\
& \operatorname{Tr}\left[P_{m}^{L}(\boldsymbol{k})\right]=1 \tag{G6}
\end{align*}
$$

These projectors are Hermitian and square to themselves, as expected.

## 1. Linear and quadratic band touchings

The $S$-matrix Hamiltonian lends itself naturally to construct models with linear band touchings at highsymmetry momenta [42], and the quadratic band touchings can be derived in a simple manner. Consider the new Hamiltonian

$$
H_{\text {quad }}=\left[\begin{array}{cc}
-S_{\boldsymbol{k}}^{\dagger} S_{\boldsymbol{k}} & 0  \tag{G7}\\
0 & S_{k} S_{\boldsymbol{k}}^{\dagger}
\end{array}\right]
$$

where $S_{\boldsymbol{k}} S_{\boldsymbol{k}}^{\dagger}$ is the line graph derived from $L, \tilde{L}$ [42]. If $H_{k}$ has a linear band touching point, then $H_{\text {quad }}$ has quadratic band touchings. While the flat band wavefunctions of $H_{\text {quad }}$ are the same as $H_{k}$, the dispersive wavefunctions change. This quadratic construction is precisely the construction employed in the Lieb lattice quadratic band touching point discussed in Appendix F. While the quadratic band touching point breaks chiral symmetry, the wavefunctions are still expressed in terms of the sublattice vectors $\phi, \psi$, allowing for a precise treatment of the self-consistent mean field gap equations.

## Appendix H: S-Matrix mean field theory

Adding the Hubbard interaction to the $S$-matrix and performing a mean-field analysis yields the BdG Hamiltonian

$$
\begin{align*}
H_{\mathrm{MF}} & =\sum_{\boldsymbol{k}, \sigma, \alpha \beta}\left[H_{\boldsymbol{k}}\right]_{\alpha \beta} c_{\boldsymbol{k}, \alpha, \sigma}^{\dagger} c_{\boldsymbol{k}, \beta, \sigma} \\
& +\sum_{\boldsymbol{k}, \alpha} \Delta_{\alpha} c_{\boldsymbol{k}, \alpha, \uparrow}^{\dagger} c_{-\boldsymbol{k}, \alpha, \downarrow}^{\dagger}+H . c . \tag{H1}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{\boldsymbol{R} \alpha}=U\left\langle c_{\boldsymbol{R}, \alpha, \downarrow} c_{\boldsymbol{R}, \alpha, \uparrow}\right\rangle=\Delta_{\alpha} \tag{H2}
\end{equation*}
$$

with the Hubbard interaction parameter $U<0$, translation invariance in $\Delta_{\boldsymbol{R} \alpha}=\Delta_{\alpha}$, and $U(1)_{z}$-spin conservation and time reversal symmetry. Further, we assume uniform pairing within each sublattice: $\Delta_{\alpha}=\Delta_{L}$ or $\Delta_{\tilde{L}}$ depending on the sublattice $\alpha$ belongs to. Such a condition may be enforced by symmetries that relate each orbital within each sublattice [35].

## 1. Linear band touching (with chiral symmetry)

Using the non-redundant BdG basis the Hamiltonian is expressed as

$$
H_{\boldsymbol{k}}^{\mathrm{BdG}}=\left[\begin{array}{cccc}
0 & S_{\boldsymbol{k}}^{\dagger} & \Delta_{\tilde{L}} I_{\tilde{L} \times \tilde{L}} & 0  \tag{H3}\\
S_{\boldsymbol{k}} & 0 & 0 & \Delta_{L} I_{L \times L} \\
\Delta_{\tilde{L}} I_{\tilde{L} \times \tilde{L}} & 0 & 0 & -S_{\boldsymbol{k}}^{\dagger} \\
0 & \Delta_{L} I_{L \times L} & -S_{\boldsymbol{k}} & 0
\end{array}\right]
$$

The BdG Hamiltonian possesses a chiral symmetry arising from the product of TRS and particle-hole. There is another chiral symmetry inherited from the bipartite lattice. The product of these two symmetries yields a unitary symmetry.

This Hamiltonian can be solved exactly and the positive energy eigenvalues read

$$
\begin{equation*}
E_{\boldsymbol{k}, m}^{1,2}=\frac{1}{2}\left[ \pm\left(\Delta_{\tilde{L}}-\Delta_{L}\right)+\sqrt{\left(\Delta_{\tilde{L}}+\Delta_{L}\right)^{2}+4 \epsilon_{\boldsymbol{k}, m}^{2}}\right] \tag{H4}
\end{equation*}
$$

In the situation where $m$ is a flat band,

$$
\begin{equation*}
E_{\boldsymbol{k}, m}=\Delta_{L} \tag{H5}
\end{equation*}
$$

If the kinetic Hamiltonian possesses a band touching point arising from symmetry, the degeneracy between the flat bands and dispersive bands will be made manifest in the BdG spectrum. Assume that at high symmetry momentum $\boldsymbol{K}$, the flat bands and band touching points transform under representation $X \oplus Y$, where $X$ is the representation induced by orbitals in the $L$ sublattice, and $Y$ the representation induced by orbitals in the $\tilde{L}$
sublattice. The dimensions obey $\operatorname{dim}(X)-\operatorname{dim}(Y)=$ $N_{L}-N_{\tilde{L}}, \operatorname{dim}(Y)>0$. When pairing is added, those bands transforming under irrep $X$ gain energy $\pm \Delta_{L}$, and there are $\operatorname{dim}(Y)$ bands in addition to the flat bands that are degenerate. These new band-touching points are quadratic.

## 2. Quadratic band touching (no chiral symmetry)

The quadratic band touching Hamiltonian Eq. G7 no longer possesses chiral symmetry, but it does factor into sublattices $\tilde{L}, L$. This is true even when pairing is added:

$$
H_{\mathrm{quad}}^{\mathrm{BdG}}=\left[\begin{array}{cccc}
-S_{\boldsymbol{k}}^{\dagger} S_{\boldsymbol{k}} & 0 & \Delta_{\tilde{L}} I_{\tilde{L} \times \tilde{L}} & 0  \tag{H6}\\
0 & S_{\boldsymbol{k}} S_{\boldsymbol{k}}^{\dagger} & 0 & \Delta_{L} I_{L \times L} \\
\Delta_{\tilde{L}} I_{\tilde{L} \times \tilde{L}} & 0 & S_{\boldsymbol{k}}^{\dagger} S_{\boldsymbol{k}} & 0 \\
0 & \Delta_{L} I_{L \times L} & 0 & -S_{\boldsymbol{k}} S_{\boldsymbol{k}}^{\dagger}
\end{array}\right]
$$

Thus, each sublattice may be treated separately. The positive energy eigenvalues are

$$
\begin{equation*}
E_{\boldsymbol{k}, m, \tilde{L}}=\sqrt{\epsilon_{\boldsymbol{k}, m}^{4}+\Delta_{\tilde{L}}^{2}}, \quad E_{\boldsymbol{k}, m, L}=\sqrt{\epsilon_{\boldsymbol{k}, m}^{4}+\Delta_{L}^{2}} \tag{H7}
\end{equation*}
$$

Though chiral symmetry no longer holds, this quadratic Hamiltonian still possesses the band touching point at energy $\pm \Delta_{L}$.

## Appendix I: Gap equation

## 1. Chiral symmetric Hamiltonian

For the chiral symmetric Hamiltonian $H_{k}$, the gap equation at zero temperature [5] reads

$$
\begin{align*}
\Delta_{\alpha}=\frac{|U|}{N} \sum_{\boldsymbol{k}, m} \frac{\Delta_{L}+\Delta_{\tilde{L}}}{2 \sqrt{\left(\Delta_{L}+\Delta_{\tilde{L}}\right)^{2}+4 \epsilon_{\boldsymbol{k}, m}^{2}}} \\
\times\left[P_{m}^{(L)}(\boldsymbol{k}) \oplus P_{m}^{(\tilde{L})}(\boldsymbol{k})\right]_{\alpha \alpha} . \tag{I1}
\end{align*}
$$

Employing the trace relations Eq. G6 removes the projectors and all wavefunction dependence, yielding gap equations

$$
\begin{align*}
& N_{L} \Delta_{L}=\frac{|U| N_{\tilde{L}}}{2} f(\Delta)+\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2}  \tag{I2}\\
& N_{\tilde{L}} \Delta_{\tilde{L}}=\frac{|U| N_{\tilde{L}}}{2} f(\Delta) . \tag{I3}
\end{align*}
$$

where we have defined

$$
\begin{align*}
f(\Delta) & =\frac{1}{N N_{\tilde{L}}} \sum_{\boldsymbol{k}, m \in \operatorname{disp}} \frac{\Delta}{\sqrt{\Delta^{2}+\epsilon_{\boldsymbol{k}, m}^{2}}}  \tag{I4}\\
\Delta & =\frac{1}{2}\left(\Delta_{L}+\Delta_{\tilde{L}}\right) . \tag{I5}
\end{align*}
$$

This leads to the universal relation

$$
\begin{equation*}
N_{L} \Delta_{L}-N_{\tilde{L}} \Delta_{\tilde{L}}=\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2} \tag{I6}
\end{equation*}
$$

where we recognize the RHS of this weighted difference equation as the strength of pairing arising from the flat bands. This equation is universal is it only requires the bipartite nature of the underlying model, and does not depend on the dispersion or wavefunctions, nor the presence or absence of band touching points. We have verified the weighted difference relation numerically, and the relation has been seen to hold in the Lieb lattice [7].

Further bounds on $\Delta_{L}, \Delta_{\tilde{L}}$ can be proven by noting that $f(\Delta)$ is monotonically increasing in $\Delta$ and ranges from 0 to 1 . The gap equation for the average pairing gap $\Delta$ reads

$$
\begin{equation*}
\frac{\Delta}{U}=\frac{1}{4}(1+r) f(\Delta)+\frac{1}{4}(1-r), r=\frac{N_{\tilde{L}}}{N_{L}} \tag{I7}
\end{equation*}
$$

which only depends on the average form of the dispersive bands $f(\Delta)$ and the ratio of the sublattice orbital numbers $r$. This equation always has a solution, as the right hand side is positive and bounded. As $0<f(\Delta)<1$, the average pairing obeys

$$
\begin{equation*}
\frac{1}{4}(1-r)<\frac{\Delta}{|U|}<\frac{1}{2} \tag{I8}
\end{equation*}
$$

The pairing on the $L$ sublattice is always larger than the pairing on the $\tilde{L}$ sublattice, $\Delta_{L}>\Delta_{\tilde{L}}$ :

$$
\begin{equation*}
\frac{\Delta_{L}}{|U|}-\frac{\Delta_{\tilde{L}}}{|U|}=\frac{1}{2}(1-r)(1-f(\Delta))>0 \tag{I9}
\end{equation*}
$$

The larger pairing $\Delta_{L}$ is maximized when $r \rightarrow 0$, or if the ratio of flat bands to dispersive bands is made as large as possible. Because there is a solution $\Delta>0$, it follows from the self-consistent equations that $\Delta_{L}, \Delta_{\tilde{L}}>0$, i.e. there is pairing on both sublattices:

$$
\begin{equation*}
\Delta_{\tilde{L}}>0, \Delta_{L}=\frac{|U|}{2}(1-r)+r \Delta_{\tilde{L}} \tag{I10}
\end{equation*}
$$

## 2. Quadratic band touching

The gap equations for the quadratic Hamiltonian decouple into $\tilde{L}, L$ sectors. Defining

$$
\begin{equation*}
f^{\text {quad }}(\Delta)=\frac{1}{N N_{\tilde{L}}} \sum_{m \in \operatorname{disp}} \sum_{k} \frac{\Delta}{\sqrt{\Delta^{2}+\epsilon_{\boldsymbol{k}, m}^{4}}} \tag{I11}
\end{equation*}
$$

the self-consistent equations read

$$
\begin{align*}
& \Delta_{\tilde{L}}=\frac{|U|}{2} f^{\text {quad }}\left(\Delta_{\tilde{L}}\right)  \tag{I13}\\
& \Delta_{L}=\frac{|U|}{2} r f^{\text {quad }}\left(\Delta_{L}\right)+\frac{|U|}{2}(1-r) \tag{I14}
\end{align*}
$$

As in the linear case, this system always has at least one solution: $\Delta_{\tilde{L}}=0$ satisfies the first equation and the second always has a solution as $f^{\text {quad }}\left(\Delta_{L}\right)$ is bounded.

The universal relation for the chiral Hamiltonians no longer holds (as the quadratic band touching model does not obey the chiral symmetry): instead the weighted difference reads

$$
\begin{align*}
N_{L} \Delta_{L}-N_{\tilde{L}} \Delta_{\tilde{L}} & =\frac{|U| N_{\tilde{L}}}{2}\left[f^{\text {quad }}\left(\Delta_{L}\right)-f^{\text {quad }}\left(\Delta_{\tilde{L}}\right)\right] \\
& +\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2} . \tag{I15}
\end{align*}
$$

If $\Delta_{L}>\Delta_{\tilde{L}}$, then regardless of the form of $f^{\text {quad }}$, the weighted pairing difference $N_{L} \Delta_{L}-N_{\tilde{L}} \Delta_{\tilde{L}}$ increases from the linear model to the quadratic model. In the linear model it is clear that $\Delta_{L}>\Delta_{\tilde{L}}$, and if $\Delta_{\tilde{L}}=0$ in the quadratic model, the inequality is also obvious.

Unfortunately, one cannot make the general claim that $\Delta_{L}>\Delta_{\tilde{L}}$. Though we expect $\Delta_{L}>\Delta_{\tilde{L}}$ as the flat bands contribute to the superconductivity in $\Delta_{L}$ but not $\Delta_{\tilde{L}}$, we can only prove the slightly weaker statement: if there is a self-consistent solution $\Delta_{\tilde{L}}$, there is also a selfconsistent solution $\Delta_{L}$ where $\Delta_{L}>\Delta_{\tilde{L}}$. To prove this, define the functions

$$
\begin{align*}
& u(\Delta)=\frac{|U|}{2} f^{\text {quad }}(\Delta),  \tag{I16}\\
& v(\Delta)=\frac{|U|}{2} r f^{\text {quad }}(\Delta)+\frac{|U|}{2}(1-r), \tag{I17}
\end{align*}
$$

and as such $0<u(\Delta)<v(\Delta)<\frac{|U|}{2}$. Assume the fixed point $u\left(\Delta_{\tilde{L}}\right)=\Delta_{\tilde{L}}$. Because $u(\Delta)<v(\Delta)$, we have

$$
\begin{equation*}
\Delta_{\tilde{L}}-v\left(\Delta_{\tilde{L}}\right)<\Delta_{\tilde{L}}-u\left(\Delta_{\tilde{L}}\right)=0 . \tag{I18}
\end{equation*}
$$

But note that the function $\Delta-v(\Delta)$ also attains positive value by setting $\Delta=|U| / 2+\epsilon, \epsilon>0$ and using $v(\Delta)<|U| / 2$. By the intermediate value theorem, there exists $\Delta_{L} \in\left(\Delta_{\tilde{L}},|U| / 2\right)$ such that $\Delta_{L}-v\left(\Delta_{L}\right)=0$. Hence we have demonstrated a solution exists to Eq. (I14)
where $\Delta_{L}>\Delta_{\tilde{L}}$. This establishes that there exists a selfconsistent solution of Eq. (I14) where $\Delta_{L}>\Delta_{\tilde{L}}$ and thus $N_{L} \Delta_{L}-N_{\tilde{L}} \Delta_{\tilde{L}}$ increases in the quadratic band touching case relative to the linear band touching case, though this is due to the nature of the dispersive band wavefunctions and not the dispersion.
We emphasize that the universal relations between $\Delta_{L}, \Delta_{\tilde{L}}$ we have derived arise due to the geometry of the bipartite wavefunctions, and not due the dispersion. This is a striking result of the bipartite $S$-matrix construction: various inequalities regarding the strength of the pairing gap can be made without recourse to the details of the model. The details, however, do affect the physics: tuning the band touching point to be quadratic should enhance the gap $\Delta_{L}$, as the quadratic band structure has greater density of states at low energy, increasing $f(\Delta)$.

## 3. Connection to Lieb's theorem and the Uniform Pairing Models

One can connect our mean field results to the models studied by Refs. [32, 68-70]. In his seminal paper, Lieb proved that the ground state of a bipartite lattice with on-site attractive interactions, assuming appropriate symmetries, is unique. If the flat bands are gapped from the dispersive bands, one can project away the dispersive bands and further argue that the ground state takes the form of the BCS wavefunction [7] (this is not necessarily true if there are band touching points). Because the dispersive bands have been projected away, there is no weight of the flat bands in the smaller sublattice, so $\Delta_{\tilde{L}}=0$. Our mean field results yield a particularly simple result in this projected limit: if the dispersive bands are sufficiently gapped from the flat bands, $f(\Delta) \rightarrow 0$, and the pairings in the sublattices read

$$
\begin{equation*}
\Delta_{\tilde{L}}=0, \quad \Delta_{L}=\frac{|U|\left(N_{L}-N_{\tilde{L}}\right)}{2 N_{L}} \tag{I19}
\end{equation*}
$$

The strength of the pairing $\Delta_{L}$ is universal and does not depend on the form of the wavefunctions.
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