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Exploring the many-body localization transition in two dimensions
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One fundamental assumption in statistical physics is that generic closed quantum many-body
systems thermalize under their own dynamics. Recently, the emergence of many-body localized sys-
tems has questioned this concept, challenging our understanding of the connection between statistical
physics and quantum mechanics. Here we report on the observation of a many-body localization
transition between thermal and localized phases for bosons in a two-dimensional disordered optical
lattice. With our single site resolved measurements we track the relaxation dynamics of an initially
prepared out-of-equilibrium density pattern and find strong evidence for a diverging length scale
when approaching the localization transition. Our experiments mark the first demonstration and
in-depth characterization of many-body localization in a regime not accessible with state-of-the-art

simulations on classical computers.

Already in his seminal work on localization, Ander-
son emphasized the implications of localization on the
thermodynamics of closed quantum systems [I]. The
absence of thermalization is truly remarkable when it
persists for generic interacting systems. Recently, new
perturbative arguments suggested the existence of such
non-thermalizing, many-body localized systems at low
energy [2, B, and references therein|, and soon after these
arguments were extended to all interaction strengths
and energy densities for systems with a bounded spec-
trum [4} 5]. The implication, nothing less than a break-
down of equilibrium statistical mechanics for certain
generic macroscopic systems, triggered tremendous the-
oretical efforts [6H8]. Furthermore, the breakdown of the
eigenstate thermalization hypothesis [9HI2] due to the
failure of these systems to act as their own heat bath
implies the persistence of initial state information, which
might serve as a useful resource for quantum informa-
tion technologies [13]. Several other remarkable features
of many-body localization (MBL) have been uncovered,
such as the description of fully localized systems by cou-
pled localized integrals of motion [I4] [I5]. This underlies
the absence of particle transport, but allows the “trans-
port” of phase correlations, leading to a characteristic
logarithmic growth of the entanglement entropy in the
case of short range interactions [I6H20]. Another distinc-
tive feature as compared to non-interacting low dimen-
sional systems is the requirement of a nonzero disorder
strength for the localized phase to appear [21 22].
Recently, the first experimental observation of many-
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body localization in a quasi-disordered one-dimensional
(ID) Fermi lattice has been reported [23, 24]. These
studies explored the behavior at long times and high
energy density distinct to earlier experiments with non-
interacting systems [25H29] or ultracold atoms focusing
on the low energy sector [30H37]. Indications for lo-
calization in Fock space, one characteristic property of
MBL [2], have been reported in short ion chains [3§]
and MBL has been suggested as one possible explanation
for the recently observed vanishing conductance in disor-
dered superconductors at nonzero temperature [39]. De-
spite intensive theoretical and experimental efforts, how-
ever, many aspects of many-body localization are still
not fully understood, especially in the vicinity of the lo-
calization transition and beyond the 1D case [40].

Here, we address the open question of the existence
of a many-body localization transition in two dimensions
(2D), which we observe experimentally and for which we
provide a first characterization. In particular, we report
on the in-situ study of thermalization and transport in
a disordered 2D bosonic optical lattice. By tracking the
time evolution of an initially prepared density domain
wall for variable disorder strengths, we reveal the fairly
sharp onset of non-thermalizing behavior above a critical
value. The observed localization transition is found when
the disorder, the single particle bandwidth, the onsite in-
teraction and the energy density are all of comparable
strength. This regime of parameters, being far from the
disorder dominated (classical) and the interaction dom-
inated limits, is highly non-trivial from the theoretical
perspective. Precise and direct characterization of the
projected disorder potential by site resolved spectroscopy
allows for a direct comparison of our results with a nu-
merical prediction for the non-interacting model, high-
lighting the dramatic differences and pointing out the key
role of interactions. Furthermore, by locally comparing
the observed density profiles to a thermalizing reference
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FIG. 1. Schematics of the experiment and raw images. a, A two-dimensional random disorder potential is imaged
onto a single atomic plane in an optical lattice. The disorder is controlled by a digital mirror device (DMD), which converts a
gaussian laser intensity profile into a two-dimensional random intensity distribution with spatially uniform average light intensity
(bottom image). The limited numerical aperture (NA=0.68) of the microscope objective introduces a finite correlation length
and leads to a smoothing of the disorder distribution. Lower right histogram (red bars) is the measured disorder distribution
and its asymmetric gaussian fit curve (red solid line), where A is the full-width half-maximum of the disorder distribution.
Distinct to the other two images showing original and smoothed (middle image) light intensity distributions, the top most image
displays the local disorder potential determined by in-situ spectroscopy [41]. The yellow circle on the lower images indicates the
spectroscopically calibrated region. b, Raw fluorescence images (red to yellow corresponds to increasing detected light level)
showing the evolution of the initial density step without disorder. The left column shows single images (isolated red dots are
individual atoms) of the parity projected atomic distribution for the indicated evolution times. The right column displays the
mean density distribution averaged over 50 different disorder potentials. The top most picture is the initial state for which the
analysis region (dz x dy =5 x 31) is indicated by the white box. For the high disorder case shown in ¢ the detected initial
state filling is slightly lower, which is an artifact of the parity projection [41I]. Distinct to b, traces of the initial state remain for
all times in the disordered case. The white guide lines in the averaged density profiles after ¢ = 2497 highlight the difference.

measured without disorder, we obtain strong indication
for a diverging length scale when approaching the tran-
sition from the localized side.

Our experiments began by preparing a two-
dimensional approximately unity filled Mott insulator
of bosonic rubidium-87 atoms in a single plane of a
cubic optical lattice with lattice spacing aj,y = 532 nm.
We ensured the initial state to be separable by freezing
out any motion at a lattice depth of 40 F,. in the =z
and y directions, where E, = h? /8ma12at is the recoil
energy, h the Planck constant, and m the atomic
mass. Next, we optically removed the right half of the
atomic population using a digital mirror device based
spatial light modulator [42] such that approximately
N = 125(11) atoms remained in lattice sites located at
x < 0, thus, preparing a sharp density domain wall. For
each experimental realization a new computer-generated
random disorder pattern drawn from a uniform dis-
tribution was displayed on the light modulator and

subsequently projected onto the atoms, see Fig. la.
The optical projection results in a slightly asymmetric
disorder distribution and a convolution of the disorder
with the point spread function of the imaging system
leads to a finite disorder correlation length 0.6 aja¢
and a narrowing of the distribution to a width A [41].
The disorder was characterized directly using single
site resolved spectroscopy of the atomic sample and
the topmost disorder picture in Fig. la displays the
result of one such spectroscopic measurement for the
configuration shown in the two images below. The
dynamics of the initial domain wall was then initiated
by lowering the x and y lattice depths to 12 E,. in 5 ms,
which is less than one tunneling time. Next, we allowed
the system to evolve for a variable time ¢ in the disorder
potential after which the local parity projected density
was measured by fluorescence imaging [43].

During the dynamics, the system is described by a two-
dimensional Bose-Hubbard Hamiltonian with onsite dis-
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Here &I (G3) is the bosonic creation (annihilation) op-
erator, n; = &;f&i the local density operator on site i =
(z,1y) and the first sum includes all neighboring sites. A
harmonic trapping potential V; = m(w2i +w2i2)/2 with
frequencies (w,,w,) = 27 x (54,60) Hz in z and y direc-
tion confines the atoms around the trap minimum. The
nearest-neighbor hopping strength at a lattice depth of
12 E, is J/h = 24.8 Hz corresponding to a tunneling time
of 7 = h/27J = 6.4 ms, and longer range hopping terms
are neglected as they are exponentially suppressed. The
onsite interaction strength is U = 24.4 J and ¢; denotes
the onsite disorder potential. For these parameters, in
the absence of disorder, the system’s ground state is in
the Mott insulating phase, however, with strong particle
hole fluctuations [44].

For reference, we first tracked the evolution without
any disorder potential applied. Already from the bare
images shown in Fig. 1b it becomes apparent that the
initially prepared density step is smeared out after a few
tens of tunneling times 7 and after longer time no infor-
mation about the initial density step remains. The ob-
served density distribution appears thermal, and neglect-
ing quantum fluctuations at 12 F,., that is, assuming de-
coupled sites, we extracted an upper limit of the temper-
ature of T' < 0.54(1) U/kp, where kp is the Boltzmann
constant [43]. The corresponding energy per particle of
Er/N = 0.58(1) U agrees with the expectation for a ther-
malized state. Here, the energy density of the initial out-
of-equilibrium state contributes with Ey/N = 0.28(3) U,
determined by the initial thermal energy, the harmonic
trap with frequency w, and the heating during the 2s
evolution time (Egy /N = 0.18(6) U) used in this measure-
ment [4I]. On the contrary, repeating the measurement
with strong disorder, traces of the initial state remain
and the system does not relax to a thermal state with
a spatially symmetric density distribution expected for
thermal state (see Fig. 1c).

A direct and model free quantity to identify a non-
thermalized state is the density asymmetry quantified by
a nonzero left (N;) and right (Ng) atom number im-
balance 7 = %i;%g, which we analyze, as all other ex-
tracted quantities, in a central region of interest extend-
ing over 5 lattice sites in the y-direction. The zero line
x = 0, separating left and right, is defined by the posi-
tion of the initial density step and was precisely aligned
to the closest lattice site to the trap center resulting
in an offset of up to +1 lattice sites, corresponding to
Z+0.05. The evolution of the imbalance, see Fig. 2, con-
firms that for all disorder strengths the system reaches a
quasi steady state within approximately 150 7. For small
disorder strengths we find a vanishing imbalance, while
for large disorder a nonzero imbalance remains even for
long evolution times. We interpret this latter regime as
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FIG. 2. Relaxation dynamics of a density domain
wall. The evolution of the imbalance Z shown for five dif-
ferent disorder strengths A/J = 0 (dark green), 3 (medium
green), 4 (light green), 8 (light blue) and 13 (dark blue) dis-
plays a saturation behavior towards a quasi steady state for
all disorder strengths. For low disorders (green curves) the
asymptotic value of the imbalance is vanishing, while a finite
imbalance remains for higher disorder (blue). The solid lines
are fits to the data with Z = Zy exp (—t/ts) + Zoo, of which the
decay time t; is plotted versus disorder strength A in the in-
set. Error bars are one standard deviation of the mean in the
main figure and 95% confidence bounds of the fit parameters
in the inset.

the many-body localized phase, where the observed quasi
steady state is clearly non-thermal and transport through
the system is blocked. The relaxation time t, extracted
by an exponential fit to the data, increases with disorder
strength and interestingly saturates in the non-thermal
regime (see inset of Fig. 2). We now turn to a series
of measurements where we fix the evolution time to ap-
proximately 190 7, which is well in the quasi steady state
regime but short enough to keep effects due to noise in-
duced coupling to higher energy bands and atom number
loss negligible. On this timescale, we also expect the ef-
fects of low frequency noise on the disordered system to
be small. Considering the measured heating rate in the
non-disordered system as an upper bound for the energy
increase, the energy per particle would change by only
approximately 10% within one relaxation time ts. Small
couplings with the environment might possibly lead to
relaxation of the quasi steady state on timescales much
longer than our experimental time scale [45H48)].

The transition from zero to nonzero imbalance Z., for
large disorder indicates the presence of a thermalizing
phase for low disorder strengths and an apparent tran-
sition to a localized phase at higher disorder. In or-
der to locate a many-body localization transition, we
recorded a series of measurements with fixed evolution
time in the quasi steady state regime and scanned the
disorder around the critical value, see Fig. 3. We find
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FIG. 3. Identifying the many-body localization tran-

sition. a, Disorder dependence of the imbalance after equili-
bration of the dynamics (constant evolution time of 187 7, also
in b). The data shows a sharp onset of nonzero quasi steady
state imbalance Z at a disorder strength of A,z = 5.5(4) J
and the solid line is a double linear fit described in the text to
extract the critical disorder. The inset illustrates the sharpen-
ing of the transition versus time and demonstrates the satura-
tion of its shape by showing the imbalance extracted from the
fits in Fig. 2 at different evolution times. b, Deviation from
the zero disorder thermal profile measured by the root-mean-
square density difference on at various disorder strengths.
The relaxed density profiles differ by more than the random
position induced measurement noise from the thermal profile
abruptly above the critical disorder strength A¢ 5, = 5.3(2) J.
The inset shows the averaged reference density profile for zero
disorder (green) and the averaged profile at a high disorder
of A =13J (blue). Error bars are one standard deviation of
the mean.

a fairly sharp onset of nonzero steady state imbalance
at a disorder strength A,z = 5.5(4)J indicating the
transition is taking place in the system, where we ex-
tracted the critical disorder from a simple, double linear
fit Z(A) = Iy + 71 - max[(A — A, 1), 0] with A/J € [0, 8].
In the vicinity of the transition, slow sub-diffusive trans-
port has been predicted [211, 22] 40, [49] 50] suggesting
that our measurements might not have reached a true
steady state in this regime. Because of this, it is possible

that if we were able to study much longer times, the re-
sulting transition might move towards stronger disorder.
Our high resolution detection allows for a local compari-
son of the measured density profiles with the equilibrated
thermal profile observed at vanishing disorder. In Fig. 3b
we use this method as a more sensitive probe to detect
deviations from the thermal profile by calculating the
root mean square deviation on = (3,[n;(0) —n;(A)]?)/?
of the vertically (y-direction) averaged reference profile
n;(0) = %23272 n;,;(0) and the finite disorder profiles
n;(A). We observe that the profiles start to deviate at
Acsn = 5.3(2) J with a fairly sharp kink signaling the
transition, which is quantitatively consistent with the
imbalance measurements. While in the non-interacting
case, localization is predicted for vanishingly small disor-
der strength, the finite interaction U in our system pro-
motes thermalization. This is consistent with our obser-
vation of a thermal behavior at non-zero A. However, as
the disorder strength is increased above a critical value,
the localization is restored, which is remarkable, espe-
cially from the fact that this transition takes place in the
regime where the disorder A, the interaction U, and the
single particle bandwidth 8 J are comparable.

The MBL phase transition is expected to be a con-
tinuous transition [21), 22, 5IH53] for which one expects
a characteristic diverging length scale when approaching
the transition. With our experiments, we have direct
access to the steady state decay length £(A) of the ini-
tially prepared density step, which is directly related to
a density-density correlation length. To minimize the
influence of the external trap, we reference the density
profile n;(A) to the thermal profile n;(0) by calculat-
ing 7;(A) = n;(A)/n;(0), see Fig. 4a. The observed de-
cay is found to be well captured by an exponential fit
ni(A) ~ e A with a disorder dependent decay con-
stant A(A) = 1/£(A). A priori, we would have expected
a crossover from a interaction dominated decay to a single
particle dominated decay at low densities present at the
outer edge of our sample, however, within the experimen-
tal uncertainty we cannot identify such an effect. We di-
rectly observe the diverging behavior of the decay length
&(A) when approaching the transition from the localized
side, see inset of Fig. 4b. The related decay constant
A(4), also shows a very sharp kink at A,y = 5.3(3) J,
marking the onset of the localized region. We empiri-
cally obtain the critical disorder A,y using the bilinear
fit function, A(A) = Ao + A1 - max[(A — A. ), 0] with
A/J € [0,8]. We emphasize, that all three methods to
extract the critical disorder strength of the MBL transi-
tion in the experiments agree within the fit errors.

In order to experimentally verify that the observed be-
havior of the system is induced by interactions, we re-
duced the initial density and therefore the effects of the
interaction on the dynamics while keeping the initial en-
ergy per particle Ey/N constant. Lower atomic densities
are obtained by uniformly transferring a given fraction
of the atoms by applying a microwave pulse to another
hyperfine state and subsequently removing optically the
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FIG. 4. Diverging density decay length at the local-

ization transition. a, The spatial dependence of the nor-
malized average density n(A)/n(0) in the initially empty re-
gion is fitted by an exponentially decaying model (solid lines).
The blue brightness encodes the disorder strength increasing
from light to dark: A/J =4, 7, 13 and 17. b, Fitted decay
constant A as a function of disorder strength A. The solid
light blue line is a double linear fit described in the text to
locate the transition point A.x = 5.3(2)J. The inset shows
the diverging decay length £ = 1/A near the critical disorder
strength. Error bars are one standard deviation of the mean
in a and 95% confidence bounds of the fit parameters in b.

transferred population. When reducing the density by
factor of four, we observe a clear shift of the localization
transition towards lower disorder strength as is expected,
see Fig. 5. Here, the left-right imbalance Z(A) displays a
sharp transition behavior at a smaller critical disorder of
A. 1 ~ 3.6(2) J. Furthermore, the numerical prediction
for a non-interacting system obtained by exact diagonal-
ization [41] is fully incompatible and strongly differs from
both measurements, showing that the interactions facili-
tate thermalization for low disorder strengths. Reducing
the system size by preparation of a smaller initial Mott
insulator did not affect the observed critical disorder [41].
From these observations, we conclude that the nonzero
critical disorder strength is due to the interactions and
that the measured critical disorder value is not strongly

Imbalance, Z

Disorder, A(J)

FIG. 5. Interaction dependence of the localization
transition Quasi steady state imbalance Z versus disorder
strength A for different initial densities. The interaction ef-
fects are reduced by lowering the initial filling to 0.23, which is
25% of the value previously discussed in Fig. 3a (light blue).
The clear difference in critical disorder strengths highlights
the strong influence of interactions on the localization. The
right two insets show representative fluorescence images of the
initial density distribution for each case. The left inset is a
zoomed out view of the main figure where we added the re-
sults of exact diagonalization numerics for the non-interacting
system with the same experimental conditions (black open
squares). Here, the horizontal error bars denote the system-
atic uncertainty in the disorder strength. Vertical error bars
are one standard deviation of the mean.

influenced by the small external driving due to laser fluc-
tuations discussed above.

In conclusion, our experiments provide the first evi-
dence for many-body localization in two dimensions by
the observation of a transition from a thermalizing phase
to a localized phase of interacting bosons in a disordered
optical lattice. The system size analyzed in our experi-
ment is far beyond numerically accessible scales, demon-
strating a non-trivial quantum realization of the MBL
system that challenges both analytical and numerical the-
ory. Furthermore, we supplemented our observation of a
MBL transition with the demonstration of a clear shift
of the transition point for effectively smaller interaction
energy. Even though it is difficult to distinguish a true
phase transition from a sharp crossover within experi-
ments, our results mark a first step in understanding
many-body localization in more than one dimension, and
can be extended to obtain detailed information about the
nature of the MBL transition, such as its dynamical criti-
cal exponent |21 22]. Furthermore, supplementing trans-
port experiments with density-density correlation mea-
surements offer a promising possibility to demonstrate
ongoing phase dynamics in the localized phase while the
density or charge transport is frozen [38]64]. By detailed
studies of the dynamics of transport it should also be pos-



sible to study Griffiths effects and sub-diffusive transport
in the vicinity of the transition [21], 22, [40] 49, 50]. Be-
sides dynamical properties our technique might allow to
probe many-body eigenstate related properties, such as
the local integrals of motion [I4] [15] defined via local
operators [53].
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SUPPORTING MATERIAL

I. INITIAL STATE PREPARATION AND
DETECTION OF THE ATOMS

To prepare the density domain wall, we started with
a two-dimensional Mott insulator of 0.90(5) parity pro-
jected central density deep in the atomic limit at 40 E,. in
x and y direction. Next, we used o0~ polarized laser light
with a wavelength of 787.55nm to induce a differential
light shift of h x 10kHz between the |F,mp) = |1,—1)
and |2, —2) states for the atoms in the left half of the
system [42]. A microwave sweep selectively transferred
the non-illuminated atoms in the right half to the |2, —2)
state before they were removed using resonant light on
the cycling transition of the D2 line. Finally, we trans-
ferred all remaining atoms to |2, —2) before adiabati-
cally turning on the o~ polarized disorder potential at
787.55 nm. The whole preparation took 90 ms after which
we initiated the domain wall dynamics by ramping down
the lattices to 12 E, in 5ms.

In order to detect the atoms after the dynamics, the
lattice depth was suddenly increased to 40 E,., freezing
out all motion and, subsequently, the parity projected
density distribution was measured by single-site resolved
fluorescence imaging [43]. Information about multiply
occupied sites is lost due to the parity projection, how-
ever, the effect is small in the presented experiments. We
expect occupation numbers of three or more to be negli-
gible and from the decrease of the detected atom number
after the evolution, we estimate the fraction of doubly
occupied sites to be 2% in the uniform system and 9%
for strong disorder of A =17J.

II. DISORDER POTENTIAL

The two-dimensional random potential was generated
using a digital micro-mirror device (DMD) with 1024 x
768 binary pixels and a micro-mirror size of 13.7 um. Ap-
proximately 7 x 7 of these mirrors were focused to one
lattice site, which gave us the ability to create grayscales.
We used pseudo-random numbers to generate a two-
dimensional random pattern, which is then transferred
to the DMD (Fig. 6a). For the creation of the disordered
light pattern we reflected a gaussian shaped laser beam
from the DMD surface, which was projected onto the
atoms through the high-resolution objective with a nu-
merical aperture of 0.68. We multiplied a global profile
to the disorder pattern to cancel the intensity distribu-
tion of the initial gaussian laser beam. The DMD surface
acts as an optical grating and the following optics as a
spatial low pass filter. Depending on the displayed micro-
mirror pattern, which depends on the set gray value per
lattice site, the Fourier composition of the reflected light
changes, which led to the observed asymmetry in the
disorder distribution [55]. Furthermore, the low-pass fil-
tering smoothed the disorder distribution and induced a
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FIG. 6. Characterization of the two-dimensional dis-
order. a, Image of the two-dimensional random pattern

(31 x 31 lattice sites) displayed on the digital micro-mirror
device. b, The same random picture after convolution with
the point spread function of our imaging system. c, Spectro-
scopically measured disorder potential for the picture shown
in a. Every point corresponds to single lattice site. d, Av-
eraged x and y cuts C of the measured disorder correlation
(black filled circles). The corresponding full autocorrelation
C(z,y) is shown in the inset. The solid line is an exponential
fit to the profile, see text. Open circles correspond to the ex-
pected profile taking our finite resolution into account. Error
bars represent one standard deviation of the mean.

finite correlation length of ¢ in the disorder potential seen
by the atoms.

We precisely characterized the disorder potential by
spectroscopically measuring the light shift at each lat-
tice site via microwave spectroscopy between the |1, —1)
and |2, —2) states. The measured local resonance shift
at each lattice site v(x,y) thus directly corresponds to
the local random potential (Fig. 6¢). From this measure-
ment, we analyzed the auto-correlation function C(z,y)
and extracted the finite correlation length of the random
potential. Here, C'(z,y) is calculated from

Cla,y) = ((Av(a+ ',y +y) Av(@' )y ) (1)

where Av(z,y) = v(x,y) — vy, is the fluctuation of the
light potential at each lattice site with respect to the
mean potential depth v, and the outer bracket indicates
averaging over four different disorder patterns. Averaging
C(z,y) over the vertical or horizontal direction reveals
the auto-correlation profiles ? . These profiles are found
to decay exponentially C' = Cy exp (—1/() with distance [
and a correlation length ¢ = 0.6(0.1) ajat. The measured
correlation length agrees well with the simulated value
(na = 0.64 a5 due to the finite resolution of the imaging
system.
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FIG. 7. Heating of a Mott insulator. a, Temperature

and b, corresponding energy density of an initially approxi-
mately unity filled Mott insulator for various hold times. The
solid lines are linear fits to the data and the error bars are
one standard deviation of the mean.

For the measurements reported here it is crucial to en-
sure a homogeneous average disorder light level across
the cloud and in particular to rule out the presence of
large scale intensity gradients perpendicular to the den-
sity domain wall. We confirmed that the overall unifor-
mity of our light pattern is better than 5% by shining a
flat intensity distribution onto the atoms and measuring
the local potential. Furthermore, we tested the unifor-
mity by evolution of the many-body system in a strong
(Vo = 50J) uniform offset potential and found a sym-
metric steady state distribution in the trap. Moreover,
we compared the steady state density profiles after evo-
lution in a disorder potential for the cases of an initial
state prepared on the left and on the right and found no
significant difference.

III. HEATING DYNAMICS OF MOTT
INSULATOR

Fluctuations of the optical lattice pointing and inten-
sity result in heating of the many-body system which is
dependent on the spectral characteristics of the noise and
the many-body system. To estimate the energy increase
during the evolution time we measured the heating rate
at 12 E,. lattice depth assuming decoupling of the lat-
tice sites (atomic limit) [43]. The decoupling assump-
tion might lead to a small overestimation of the tem-
perature due to quantum mechanical particle-hole fluc-
tuations present in the system. As shown in Fig. 7, the
temperature and energy density increased approximately
linearly upto 2 s. The heating rate was obtained by a lin-
ear fit, which yielded 7' = 0.11(2) U/s and a correspond-
ing rate for the energy density £/N = 0.09(3) U/s. Here,
U = h x 601 Hz is the onsite interaction energy for 12 E,.
lattice depth. This heating rate estimate was measured
close to the superfluid — Mott insulator transition point,
where the system is most susceptible to external noise.
Thus, we expect it to be an upper bound for the coupling
to external noise sources in the case of non-vanishing dis-
order.
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FIG. 8. Localization transition for two system sizes.

Imbalance Z as function of disorder A for two different system
sizes. We changed the initial radius of the Mott insulator from
9 (i, light blue) to 7 (ii, dark blue) lattice sites by tightening
the external trap, but observed no change in the critical dis-
order strength. The insets show a representative fluorescence
image of the initial density distribution for each case. Error
bars are one standard deviation of the mean.

IV. SYSTEM SIZE EFFECT

To check for finite size effects we studied the local-
ization transition in a smaller system. We reduced the
initial atom number by 60% to N = 75(10) and the ra-
dius of the initial Mott insulator shrunk from 9 to 7 sites.
To keep the energy per particle Ey/N constant, we in-
creased the trap frequency to w, = 27 x 65 Hz. As shown
in Fig. 8, there is no visible change in the critical disorder
extracted from the imbalance measurements. The fitted
critical disorder for the small system is A,z = 5.4(6),
consistent with the value A,z = 5.5(4) J found for the
larger system.

V. NUMERICS FOR NON-INTERACTING
ATOMS

We used exact diagonalization to simulate the behavior
of non-interacting atoms in the disordered optical lattice.
The simulations optionally include the harmonic confine-
ment with a trapping frequency of w, = 54 Hz as present
in the experiment. We chose a square lattice with 31 x 31
lattice sites, the same as the size of the disorder pattern in
the experiment. The experimentally realized disordered
intensity distributions were modeled by squaring a two
dimensional array of random numbers between zero and
one and afterward convolving it with a normalized two di-
mensional Gaussian with a standard deviation of 0.5 ajas.
This reproduces the measured correlations and the distri-
bution of the onsite energies of the experimental disorder
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FIG. 9. Numerics for non-interacting atoms. Im-
balance Z as function of disorder strength A simulated with
the confining harmonic potential (dark blue) compared to a
system without trap (light blue). The imbalances for both
configuration agree well with each other at strong disorder.
The imbalance shows a slight difference at lower disorder be-
cause of the harmonic trap, which induces a level shift of the
lattice potential and can localize particles more easily under
weak disorder. All simulations were averaged over at least 100
disorder realizations and the standard deviation of the mean
is smaller than the point size.

10

realizations (Fig.1). Finally, the disorder strength was
set by multiplying the obtained distribution by a global
scaling factor. All simulations were repeated for 100 dif-
ferent disorder realizations and the observables were av-
eraged over these realizations. We verified that the ob-
servables depend only slightly on the exact shape of the
disorder distribution when fixing the spatial correlations
of the patterns. In particular, we compared the experi-
mentally measured distribution to a symmetric gaussian
distribution with the same full width at half maximum
and found little difference. Our simulations started from
an initial state with all lattice sites in the left half of
the system occupied that have a geometric distance be-
low 9 lattice sites from the center. This corresponds to
133 atoms and agrees well with the experimental studied
clouds. The imbalance was extracted from the central
5 lines perpendicular to the domain wall, exactly in the
same way as it was done for the experimental measure-
ments. The confining harmonic dipole potential only in-
fluences the imbalance at lower disorder strength, where
the trap induced onsite energy difference dominates over
the disorder energy shifts (Fig. 9).



	 Exploring the many-body localization transition in two dimensions 
	Abstract
	 Acknowledgements
	 References
	 Supporting Material
	I Initial state preparation and detection of the atoms
	II Disorder potential
	III Heating dynamics of Mott insulator
	IV System size effect
	V Numerics for non-interacting atoms


