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Summary

Chromosomes in multicellular animals are subdivided into a series of looped domains. In addition 

to being the underlying principle for organizing the chromatin fiber, looping is critical for 

processes ranging from gene regulation to recombination and repair. The subdivision of 

chromosomes into looped domains depends upon a special class of architectural elements called 

boundaries or insulators. These elements are distributed throughout the genome and are ubiquitous 

building blocks of chromosomes. In this review, we focus on features of boundaries that are 

critical in determining the topology of the looped domains and their genetic properties. We 

highlight the properties of fly boundaries that are likely to have an important bearing on the 

organization of looped domains in vertebrates, and discuss the functional consequences of the 

observed similarities and differences.
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Introduction

The 3D organization of the genome in multicellular eukaryotes is thought to play a crucial 

role in regulation, recombination and repair [1-5].

The first evidence that the chromatin fiber in chromosomes of multicellular eukaryotes has a 

regular, stereotypic 3D organization came from cytological studies dating back more than 

100 years. One classic example are the polytene chromosomes in Diptera salivary glands, fat 

bodies and nurse cells [6]. The euchromatic regions of these polytene chromosomes are 
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replicated tens to hundreds of times, and the copies are aligned in precise register. The 

homologs are also paired, again in register. The resulting chromosomes have banding 

patterns that reflect the relative degree of compaction in each chromosomal segment. This 

pattern (bands and interbands) is highly reproducible from one cell to the next and between 

individuals. Moreover, analysis of deletion and inversion mutants shows that the banding 

pattern is dictated bythe underlying DNA sequence.

Another classic example found in both invertebrates and vertebrates are the lampbrush 

chromosomes of oocytes arrested at the diplotene stage of meiosis I [7-9]. At this stage, the 

two sister chromatids are paired in register. Emanating from the condensed chromatin that 

forms the main axis of the chromosome are loops that contain actively transcribed genes. 

The loops are arranged in pairs, one from each chromatid. Like polytenes, the looping 

pattern is dictated by the underlying DNA sequence.

These examples gave rise to the idea that chromosomes in somatic cells are subdivided into 

a series of looped domains. This model was supported by biochemical studies of Benyajati 

and Worcel which suggested that Drosophila chromosomes are organized into loops of about 

80 kb [10]. Further support came from EM micrographs of metaphase chromosomes by 

Laemmli and colleagues [11-13], which showed thousands of large loops anchored at their 

base by a scaffold-like structure.

If chromosomes are subdivided into a series of precisely defined loops, a plausible inference 

is that there are special cis-acting elements that delimit the ends or boundaries of each loop. 

The first such elements (called boundary elements or insulators) were discovered in 

Drosophila several decades ago. Three were identified genetically. One, facetstrawberry is an 

∼900 bp deletion upstream of the promoter of the Notch gene[14,15]. It alters the banding 

pattern in polytene chromosomes, fusing the band that contains Notch with the adjacent 

band, and causing a chromosomal position effect that reduces Notch expression. The second 

boundary, Fab-7, is located between two regulatory domains in the Bithorax complex (BX-

C), iab-6 and iab-7, which direct the expression of the Abd-B gene in parasegments 

11(PS11/abdominal segment A6) and 12 (PS12/A7), respectively. One function of this 

boundary is to block adventitious interactions between initiators, enhancers and Polycomb-

dependent silencers in the two regulatory domains. In Fab-7 mutants, the two domains fuse, 

and as a consequence, cells in PS11 (A6) assume either a PS12 (A7) or a PS10 (A5) identity 

[16-19]. In the former case, the iab-6 initiator activates iab-7 inappropriately in PS11, while 

in the latter case, the iab-7 Polycomb Response Element (PRE) silences iab-6 [19]. The third 

boundary, su(Hw), is in the gypsy retrotransposon [20-22]. A large percentage of 

spontaneous mutations in flies are gypsy insertions that block normal enhancer-promoter 

interactions. These mutagenic effects can be suppressed by mutations in the gene encoding 

the Su(Hw) protein[23]. This protein binds to multiple sites in su(Hw) and is responsible for 

its blocking activity [22, 24, 25]. Two other boundaries, scs and scs', were identified 

molecularly. They flank the 87A7 heat shock locus and are located close to the borders of 

the “puff” of decondensed chromatin that forms when the hsp70 genes are induced [26, 27].

Many other boundaries have subsequently been discovered in organisms ranging from yeast 

(S. pombe) to man [28-31]. While fewer than 100 or so have actually been characterized, 
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ChIP experiments suggest that there are thousands in chromosomes of multicellular 

eukaryotes. For example, human chromosomes have over 15,000 cell type-independent sites 

for the CTCF boundary protein,, as well as many cell type-specific sites [32].

Boundaries are architectural elements that define topologically 

independent domains

As initially envisioned, the primary function of boundaries is architectural; they subdivide 

the chromosome into a series of topologically independent looped domains. The first 

findings supporting an architectural function came from the discovery that su(Hw) and a 

BX-C boundary, Mcp [18],mediate long-distance regulatory interactions [33-36].For 

example, a white enhancer in an Mcp transgene can activate a white reporter in a second 

Mcp transgene inserted several thousand kb away. Similarly, PRE-dependent silencing 

interactions were observed over even larger distances, including between Mcp inserts 

located on different chromosomes[34,36]. Subsequent studies showed that these long-

distance regulatory interactions involve direct physical contacts between the boundaries 

[36-39]. Moreover, regulatory interactions and physical contacts are eliminated when one of 

the boundaries is excised [37, 38].

The architectural functions of boundaries have been most clearly demonstrated by 

chromosome conformation capture (3C) experiments [40, 41]. 3C experiments on the mouse 

β-globin and the 87A7 heat shock loci demonstrated that the boundaries flanking each locus 

contact each other, forming a loop containing the locus [42]. Moreover, in the β-globin 

locus, there are also contacts connecting the boundaries to enhancers and the active β-globin 

gene [42].

The genome-wide 3C experiments have shown that chromosomes in mammals and flies are 

subdivided into rather large “topologically associating domains” (TADs). The TADs initially 

detected had an average length of nearly 1 Mb in mammals [43-46] and 100 kb in flies [47, 

48]. Although these studies showed that CTCF binding sites often marked the end points of 

TADs, multiple CTCF sites were also found buried within them, suggesting that in many 

cases, CTCF-dependent boundaries don't delimit TAD endpoints [43, 45, 47-49]. However, 

in more recent, higher resolution 3C experiments, the length of TADs in human cultured 

cells averaged only 180 kb [50]. About 40% of these smaller TADs are connected at their 

base, forming loops like those described above. Moreover, for 90% of the loops that are 

anchored by a pair of CTCF sites, the two CTCF sites are in a convergent orientation (more 

on this later).

Boundaries have genetic activities

In additional to their architectural functions, boundaries have regulatory activities. The first 

functional assays used transgenes to show that boundaries could insulate reporters against 

chromosomal position effects, and block enhancers from activating reporters [24, 51-54].

Both of these activities, as well as blocking silencers from repressing transcription, are 

characteristic features of boundaries from flies to man [55,56]. Insulating activity requires 
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two boundaries, one on each side of the reporter (Fig. 1A). In the blocking assay, the 

boundary is placed between an enhancer/silencer and a reporter (Fig. 1B). A boundary only 

blocks regulatory interactions in this proximal position, while it has no effect when placed 

distal to the enhancer/silencer.

Architectural and genetic activities are non-autonomous and depend upon 

boundary-boundary interactions

Because the transgenes used in the first blocking assays contained only a single boundary, it 

was assumed that their activities were autonomous, and many of the models proposed for 

their mechanism were based on this assumption. However, architectural functions require 

interactions either with other boundaries or with some other structure such as the nuclear 

matrix, and for this reason are non-autonomous. A critical question is whether the genetic 

activities of these elements depend upon their architectural functions. If so, blocking and 

also insulation must be non-autonomous.

Bypass experiments

The first compelling evidence that this is the case came from “insulator (boundary) bypass” 

assays [57, 58]. In one version of this assay (see Fig. 1C), two reporters in tandem are 

regulated by upstream enhancers. Introduction of a boundary between the enhancers and the 

proximal reporter blocks activation of both reporters. However, when a second boundary is 

placed between the two reporters, the enhancers activate the distal but not the proximal 

reporter. Similar results are observed when the enhancers are replaced by a PRE silencer 

[59] (arguing against an autonomous “barrier” model for blocking Polycomb silencing).

Were boundary activity strictly autonomous, any combination of elements in the upstream 

and downstream position would support blocking and bypass in this assay. However, this is 

not the case. While all boundaries tested support bypass when paired with themselves, some 

heterologous combinations do, while others do not [37, 60-63].

Though the basis for this specificity is not yet understood, it clearly depends upon the 

proteins that are associated with the two boundaries. This is illustrated in bypass 

experiments with multimerized binding sites for different architectural proteins [61]. For 

example, multimerized sites for either dCTCF or Su(Hw) support bypass when paired with 

themselves, but not when paired with each other[61]. Evidence for non-autonomy also 

comes from boundary competition and domain definition experiments [64] (see Box 1).

Boundary:boundary interactions are orientation-dependent

Another property of fly boundaries uncovered in bypass assays is orientation dependence. 

As illustrated in Fig. 3A, self-pairing interactions are generally head-to-head. This means 

that the topology of the loop formed between two identical boundaries in cis will depend on 

their relative orientation. If both are oriented in the “forward” direction, head-to-head 

pairing will generate a circle-loop. In contrast, if one boundary is in the forward direction 

and the other is “reversed”, head-to-head pairing generates a stem-loop. In this latter case, 

the paired boundaries bring enhancers upstream of the stem-loop in proximity with the 
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reporter downstream of the loop, resulting in activation. In the former configuration, the 

enhancer and reporter are on opposite sides of the paired boundary, and this blocks 

activation [37, 61-63].

Orientation-dependent pairing interactions are not limited in scale to the 10-15 kb DNA 

segments in typical transgenes, nor are they restricted to interactions in cis. For the two 

boundaries flanking the even-skipped (eve) locus, homie and nhomie, Fujioka et al. [65] 

observed orientation-dependent self-pairing interactions in trans between attP-mediated 

insertions more than 1 Mb apart. When head-to-head self-pairing places the enhancer and 

the reporter on the same side of the paired boundaries (in trans), the enhancer activates 

expression. In contrast, when the enhancer and reporter are on opposite sides of the self-

paired boundaries, regulatory interactions are blocked (Fig.3B).

Results from these orientation-dependent assays give us a hint about how boundary pairing 

can facilitate or block regulatory interactions that can occur by looping. if the regulatory 

elements and gene end up on the same side of the paired boundaries, they can be brought 

together in 3D space and interact; however, if they are on opposite sides of the boundary 

pair, interactions are disfavored. This is true irrespective of whether the interaction is 

between elements that are in the same topological loop or in different loops.

Self-pairing boundary interactions align homologs in register

What is the function of boundary self-pairing in flies? Unlike many eukaryotes, homologs in 

Drosophila somatic cells are paired throughout much of development. This pairing is 

required for transvection, a phenomenon in which regulatory elements on one homolog 

control gene activity on the other [66, 67]. Trans regulation of this type occurs throughout 

the fly genome, augmenting gene activity [33, 68-70]. Transvection between homologous 

loci is disrupted by chromosomal rearrangements that interfere with pairing of the homologs 

in their immediate vicinity. Recent studies using attP technology showed that boundary self-

paring substantially enhances trans-regulation between a reporter on one homolog and 

enhancers at the same site on the other homolog. However, in order for trans-regulation to 

occur, the two boundaries on each homolog have to be in the same orientation. Additionally, 

the reporter and enhancer must be on same side of the paired boundaries [65].

The ability of fly boundaries to self-pair with high specificity, taken together with the fact 

that there are hundreds distributed along the chromosome, provides a compelling argument 

that boundaries are responsible for aligning and pairing homologs in precise register [65]. 

This mechanism for homolog alignment fits with the fact that almost all of the characterized 

self-pairing interactions are head-to-head [37,61-63](the exceptions are bi-directional). As 

illustrated in Fig. 3C, head-to-head self-pairing facilitates the alignment of DNA sequences 

located between boundaries, while head-to-tail self-pairing would generate unpaired DNA 

sequences to either side of the paired boundary.

While homolog pairing is a characteristic feature of chromosomes in the somatic cells of 

dipteran species like D. melanogaster, it doesn't occur in the soma of most other animals. 

However, as mentioned above, pairing is observed for the lampbrush chromosomes that are 
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present in many invertebrate and vertebrate oocytes [7-9].A plausible speculation is that a 

similar mechanism—the head-to-head self-pairing of boundaries--is deployed in aligning 

homologs in oocyte nuclei. Further, in all cells in G2, there are two copies of each 

chromosome, and these sister chromatids remain intertwined along their length until they 

condense during mitosis [71,72]. Paired boundaries may function within this configuration 

to keep PREs and other epigenetic elements in close proximity, helping to template 

epigenetic marks from one cellular generation to the next.

Boundary interactions in cis

To subdivide chromosomes into a series of looped domains, boundaries have to interact 

either with a nuclear substructure, such as the nuclear matrix, or with other boundaries in 

cis. In flies, it is now clear that boundary-boundary interactions serve this function. Several 

lines of evidence indicate that heterologous interactions are specific; that is, boundaries have 

a hierarchy of preferred partners. For example, scs and scs' prefer to pair with each other 

rather than with Fab-7, Fab-8, or su(Hw) [64]. Similarly, su(Hw) is a better match for scs' 
than for Fab-7, while Fab-8 is a better match for Fab-7 than scs'[64]. While there have not 

yet been systematic studies to assess the partner preferences for boundaries located 

throughout a neighborhood, the available evidence suggests that boundaries are usually 

matched with their immediate or other nearby neighbors (for example [65, 73]).

On the other hand, because fly boundaries utilize a combination of many different 

architectural proteins, they can pair with boundaries that are not ideal matches, but 

nevertheless share matching factors/co-factors.

Orientation dependence and loop topology

In addition to partner preference, the interactions between heterologous boundaries are with 

a few exceptions orientation-dependent. Unlike self-interactions, which are head-to-head (or 

have no preference), both head-to-head and head-to-tail pairing have been observed for 

heterologous combinations. Since the chromosome architectures generated by head-to-tail 

pairing are less complicated, these will be considered first.

Heterologous head-to-tail pairing generates stem-loops

Among the most thoroughly studied heterologous partners are the eve boundaries homie and 

nhomie [65, 74, 75], which flank the ∼17kb eve locus. nhomie is located ∼7 kb upstream of 

eve, while homie is ∼10kb downstream (Fig. 4A).Like self-pairing, heterologous nhomie 
←→homie pairing can mediate trans-regulatory interactions over distances in excess of 1 

Mb. However, while self-pairing is head-to-head, heterologous pairing is head-to-tail, which 

generates a stem-loop containing the entire eve locus [65].

The organization of the looped domains surrounding eve will depend upon the pattern of 

interactions between nhomie, homie and other boundaries in the neighborhood. If nhomie 
and homie can pair with each other, but don't interact with the flanking boundaries, there 

will be unanchored segments on both sides of eve. In the configuration shown in Fig. 4B, the 

flanking boundaries pair head-to-tail with their more distal neighbors, generating a set of 
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anchored stem-loops that are connected by an unanchored segment. In this case, the main 

axis of the chromosome in the region around eve would be defined by the unanchored 

segments containing CG12134 upstream and TER94 downstream of eve. However, a more 

likely scenario is that nhomie and homie simultaneously pair with each other and with 

flanking boundaries. In this case, this region of the chromosome will be organized into a 

series of stem-loops. As illustrated in Fig. 4C, the loops would emanate from the main axis 

of the chromosome, which would be defined by an array of paired boundaries(Fig. 4C).

Since pairing interactions have finite half-lives, the configuration shown in Fig. 4C will not 

be static, and the local architecture will oscillate between configurations in Fig. 4C and Fig. 

4B, and variants thereof. (The same would be true for the circle-loops discussed below). A 

number of factors could favor one arrangement over the other. For example, if heterologous 

interactions are maintained when boundaries self-pair, homolog pairing could stabilize 

pairing between flanking boundaries and support a configuration in which boundaries define 

the main axis of both homologs (Fig. 4D). Note that in the stem-loop configuration, the 

CG12134, eve and TER94 loops on one homolog are juxtaposed with their counterparts on 

the other homolog in a manner that would facilitate trans-regulatory interactions. There are 

also mechanisms that would favor the formation of unanchored segments. For example, an 

unanchored segment would be formed if a boundary immediately upstream of eve were 

unable to pair with nhomie, and instead paired exclusively with its distal neighbor. This 

unanchored segment would correspond to a transition point, separating domains that are 

topologically connected by boundaries at their base.

Heterologous head-to-head pairing generates circle loops

A different loop topology, circle-loops, is generated by head-to-head pairing of heterologous 

boundaries in cis. For BX-C boundaries in the abd-A/Abd-B region (Fig. 5A, [76]), 

transgene assays have shown that they can pair with each other head-to-head [62,63,77]. If 

this pairing pattern is maintained in the endogenous setting, then circle-loops should be 

formed.

Circle-loops can be wound clockwise (Fig. 5B right) or counter-clockwise (Fig. 5B left). In 

the configuration shown in Fig. 5B, the circle-loops are separated from each other by 

unanchored segments. As was the case for head-to-tail pairing, the unanchored segments 

separating the circle-loops define the main axis of the chromosome. Head-to-head pairing 

could also define the main axis of the chromosome. For example, the Abd-B boundaries 

(Fab-6, Fab-7, Fab-8 and AB-I) can pair with each other and (except for Fab-7and AB-I) 
with Mcp, which marks the border between the abd-A and Abd-B regulatory domains 

[62,63]. If these boundaries interact simultaneously with multiple partners, the Abd-B region 

would be assembled into a series of circle-loops connected at their base by boundaries. In 

the illustration in Fig. 5C, the Abd-B circle-loops are all wound in a clockwise direction, but 

winding could instead be all counter-clockwise, or be a mixture of clockwise and counter-

clockwise winding.
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Head-to-head pairing supports boundary bypass

Head-to-head pairing may be important in BX-C regulation. The reason is that boundaries in 

BX-C have two seemingly paradoxical activities. As described above, the first is to ensure 

functional autonomy by blocking adventitious interactions between regulatory elements in 

adjacent domains. Consistent with this blocking function, enhancer traps inserted into BX-C 

[78] and also transgene assays show that BX-C boundaries block enhancer/silencer<-

>promoter interactions like other fly boundaries. Seemingly inconsistent with this blocking 

activity, BX-C boundaries must also permit interactions between more distal regulatory 

domains and their target promoters. As shown for Abd-B in Fig. 5A, three (iab-5, iab-6, 

iab-7) of the four Abd-B regulatory domains have at least one boundary between them and 

Abd-B. Indeed, replacement experiments indicate that intervening boundaries can interfere 

with Abd-B regulation. For example, when Fab-7 is replaced by scs, it blocks iab-6<->iab-7 
cross-talk just like Fab-7; however, it also interferes with the normal regulation of Abd-B by 

iab-5 and iab-6 [79]. Other heterologous boundary replacements give similar results[79,80].

Recent experiments in which the neighboring Fab-8 boundary replaced Fab-7 suggest a 

possible solution to this paradox [81]. Unlike scs, Fab-8 is fully functional when inserted in 

its normal orientation in place of Fab-7 (Fig.5D). However, its rescuing activity is 

orientation-dependent. When Fab-8 is inserted in the opposite orientation, it can still block 

cross-talk, but is no longer bypass-permissive. The inverted boundary prevents iab-6 from 

activating Abd-B, and weakens iab-5 regulation. As shown in Fig. 5E, flipping Fab-8 
changes the loop configuration. Instead of a series of circle-loops, pairing of the inverted 

Fab-8 with its neighbors generates two stem-loops. The first stem-loop contains iab-6; the 

second contains iab-7. While the iab-7 stem-loop is on the same side of the boundary array 

as the Abd-B promoter, the iab-6 stem-loop is on the opposite side, precluding contact with 

the Abd-B promoter [81].

These findings suggest that the circle-loop topology of Abd-B regulatory domains generated 

by head-to-head pairing is important for boundary bypass. Supporting this idea is the fact 

that Fab-7 is fully functional in both orientations. In contrast to Fab-8, its pairing 

interactions are orientation-independent, so that inverting it should not perturb the circle-

loop topology [63, 77, 80].

Boundaries and transcriptional regulation

The activation of Abd-B by the distal regulatory domains is expected to require contact 

between enhancers in the domains and the Abd-B promoter. Though not yet tested by 

mutations, pairing between Ab-I,upstream of the Abd-B promoter, and the downstream 

boundaries [62]may facilitate contact. In addition, the Abd-B promoter has a promoter-

tethering element that stabilizes interactions with distant enhancers [82-84].

That boundary-like architectural elements are important in establishing and maintaining 

long-distance regulatory interactions is supported by the discovery of a developmentally 

regulated dCTCF element in the Ubx intron just upstream of the enhancers (abx/bx) that 

regulate Ubx in PS5 [85]. In PS4 and in more anterior parasegments, where Ubx is turned 

off by Polycomb repression, this dCTCF element is unoccupied. However, in parasegments 
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where Ubx is active, dCTCF is bound. Regulated dCTCF binding correlates with 

chromosome topology. In parasegments where Ubx is off, contact between sequences around 

the dCTCF site and the Ubx promoter is absent. In contrast, when Ubx is active, physical 

contact is observed.

Stem-loops versus circle-loops

While the topology of looped domains, stem-loop or circle-loop, and the resulting regulatory 

readouts will be dictated by the orientation-dependence of boundary pairs, there are many 

questions that remain unresolved. For the Abd-B region, circle-loops appear to provide a 

mechanism for boundary bypass, enabling distal regulatory domains to “jump over” 

intervening boundaries and contact the Abd-B promoter. However, it isn't clear why circle-

loops aren't also permissive for cross-talk between neighboring regulatory domains. Winding 

successive circle-loops in the opposite direction (clockwise, and then counter-clockwise) 

would place them on opposites sides of the paired boundaries, and this could block 

regulatory interactions between adjacent domains. However, it would also preclude Abd-B 
promoter interactions with iab-7 and iab-5. Thus, this solution requires a mechanism(s) for 

regulating the direction of winding during development. Another puzzle posed by the circle-

loop configuration is homolog pairing and transvection. Here again, only circle-loops wound 

in the same direction on both homologs (and intercalated) would allow transvection.

There are also issues with stem-loops. For example, in regions where boundaries define the 

main chromosomal axis, genes and their regulatory elements in adjacent loops would be on 

opposite sides of a boundary pair, and therefore insulated from each other. However, every 

other loop would be located on the same side of the boundary array, which would seemingly 

be permissive for regulatory interactions.

One mechanism that might suppress cross-loop regulatory interactions would be a radial 

array of loops emanating from the main axis, like that proposed for metaphase chromosomes 

[12]. Alternatively, it is possible that there are special mechanisms that specifically promote 

and sustain contacts between enhancers/silencers and target genes within the same loop. One 

mechanism would involve the deployment of internal architectural elements like the 

developmentally regulated dCTCF site in the Ubx intron [85]. Another would be facilitated 

tracking in which molecular motors bring the enhancer and promoter together. By contrast, 

contacts between enhancers and promoters in different loops would depend upon thermal 

motion and be fleeting.

Yet another question is which of the possible loop configurations—unanchored versus 

anchored, stem-loops versus circle-loops—are more prevalent. If boundaries can 

simultaneously engage in pairing interactions with two heterologous partners, a mostly 

anchored configuration of loops would be expected. That this is possible is suggested by 

transgene experiments, which have shown that fly boundaries can (to greater or lesser 

extent) function in many different chromosomal contexts. This promiscuity likely arises 

because multiple DNA-bound proteins contribute to fly boundary activity. This means that in 

most instances the boundaries near the insertion site will utilize factors that can facilitate 

heterologous pairing. Nonetheless, for the BX-C, eve and 87A7 heat shock loci, neighboring 

boundaries seem to preferentially pair with each other, and to be orientation-specific.
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It is also unclear whether stem-loops or circle-loops are more prevalent. A stem-loop is 

likely for the eve locus, but other boundaries in the neighborhood have not yet been studied. 

The only region of the fly genome that contains a series of well-characterized boundaries is 

the Abd-B region of BX-C. They interact head-to-head[62,63,77], and are thus expected to 

generate circle-loops. However, because BX-C regulation is special in requiring both domain 

insulation and bypass, deployment of the circle-loop topology there may be an unusual case. 

A systematic analysis of the boundary interaction pattern in other chromosomal regions will 

be needed to answer this question.

Mammalian boundaries

Though much less is known about the properties of mammalian boundaries, it is clear that 

they have architectural and regulatory functions similar to those in flies. For example, 

CTCF-dependent looping plays a key role in immunoglobulin gene rearrangement and 

regulation to generate antibody diversity. Here, CTCF binding elements influence looping 

configurations and rearrangement choice, along with a variety of other factors [86]. In one 

specific example, at the TCRβ locus, regulatory switching between enhancer blocking 

activity and facilitation of long-range interactions by one CTCF element is influenced by the 

presence of another such element [87], suggesting that partner choice may underlie CTCF 

functions in this process, and that other factors may help distinguish one CTCF site from 

another.

While a number of direct DNA binding proteins contribute to boundary function in flies, 

only one, CTCF, has been strongly correlated with boundaries so far in mammals [29, 31]. 

Not surprisingly, associated proteins (including the cohesin complex in mammals [88-90] 

mediate architectural functions, while other sequence-specific factors, notably ZNF143 

[91-93], may help target CTCF to a subset of its genomic sites. In addition, tRNA genes and 

their associated factors (which include TFIIIC and CTCF) act as boundaries and affect 

chromosome organization [94]. Boundary factors in flies include both C2H2 zinc finger and 

BEN domain proteins[29,95,96]. Each of these families is represented in mammalian 

genomes, and consequently could function in chromosome architecture. If it turns out that 

mammals do indeed have multiple DNA binding architectural factors in addition to CTCF, 

then mammalian boundaries would likely resemble fly boundaries, and not only be non-

autonomous, but also display pairing preferences. Pairing partner preference would then 

dictate how looped domains are assembled along the chromosome, including loop topology.

Consistent with directional pairing, high resolution 3C experiments have shown that the 

large majority of the anchored loops in human chromosomes are associated with a pair of 

convergently oriented CTCF sites [50, 97]. While fly dCTCF appears to form tetrameric 

complexes [98], only dimeric complexes have been reported for mammalian CTCF [99, 

100]. Thus the predicted topology of loops anchored by convergent CTCF sites would be a 

stem-loop, like that containing the eve locus in flies [65]). The reason for the apparent 

prevalence of stem-loops is unclear, although this topology may provide for both a simpler 

chromosome organization and more predictable effects on gene regulation (discussed in 

[65]). Intriguingly, the convergent orientation of CTCF site pairs may be a major 

determinant not only of the topology of the loops that form, but also of partner choice, as 
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reversing the orientation of a CTCF-anchored boundary can change not only nearby gene 

expression patterns but also the prevailing loop arrangement [101]. A subset of stem-loops 

appear to be adjacent to unanchored segments, as illustrated in Fig. 4B, and the unanchored 

segments in such regions would correspond to the main chromosomal axis [50,97]. Other 

stem-loops are adjacent to another anchored loop (Fig. 4C), and here, the boundaries that 

anchor the loops would form the main axis.

As in flies, the endpoints of each loop are defined by boundaries. A puzzle arises if CTCF is 

the only architectural DNA binding protein, namely, how are pairing partners chosen? In 

flies, the choice of pairing partners depends on two factors, boundary matching and 

proximity. For example, homie and nhomiecan interact with each other over distances of 

several Mb, “skipping over” many intervening boundaries [65,75] Here, pairing preference 

plays the key role in partner choice. However, if the only sequence-specific DNA binding 

protein responsible for boundary pairing is CTCF, the basis for pairing preference is not 

obvious, and the choice of partners might be dictated by proximity alone. But if this is the 

case, why do convergent sites typically anchor loops? Presumably there are many instances 

in which a non-convergent pair of CTCF sites are in closer proximity to each other than their 

nearest convergent neighbors. Is there a bias against the pairing of non-convergent CTCF 

sites? In flies, pairing between compatible boundaries can occur whether they are in the 

same orientation, divergent or convergent. The relative orientation and pairing specificity 

(head-to-head or head-to-tail) determines the topology of the loop that is formed, and this in 

turn influences the regulatory consequences. Whether these considerations are central to 

understanding mammalian boundaries is still unclear.

Conclusions and outlook

In contrast to the view that prevailed until recently, boundaries do not function 

autonomously, but require pairing with other boundaries or nuclear substructures to organize 

chromosomal loops. The effects of boundaries on gene regulation are critically dependent on 

this ability to organize loops, and on the details of the resulting topology. Presumably, 

similar considerations are central to their roles in other nuclear processes, such as 

recombination and DNA repair, as well as chromatin compaction during metaphase. Genetic 

analysis of loop formation in flies has given us a clearer picture of the pairing properties of 

boundaries. We now know that not only the choice of pairing partner, but also the orientation 

of the resulting boundary pair, dictates chromosome organization and regulatory readout. 

For example, whether a boundary pair organizes the intervening region into a stem-loop or a 

circle-loop determines which enhancer-promoter interactions are facilitated and which are 

blocked, and also whether a block can be bypassed in a regulated manner. Compelling new 

evidence suggests that similar considerations apply to vertebrate boundaries: most CTCF 

binding sites that anchor loops are oppositely oriented in the chromosome, suggesting that 

the intervening DNA is organized into a stem-loop. It is so far unclear what evolutionary 

forces have caused this bias, but the lessons from flies are that the implications for gene 

regulation are likely to be a major part of the story. Surely, much remains to be learned about 

boundary functions and mechanisms in mammals, and how closely they parallel those in 

Drosophila. Nonetheless, it seems increasingly clear that there are fundamentally important 

parallels yet to be fully charted and explored.
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Box 1

Boundary competition experiments

As illustrated for the boundary competition experiment in Fig. 2A, one boundary is 

placed downstream of a reporter (d) while a second boundary is placed in the blocking 

position (b) between the reporter and an enhancer. The boundary in the blocking position 

is then challenged by a third boundary (c) placed upstream of the enhancer. Depending 

upon which pair of boundaries defines the looped domain, blocking activity will be 

retained or lost. If, for example, the boundary in the blocking position pairs with the 

downstream boundary (d), blocking activity will be retained. In contrast, if the upstream 

boundary (c) is a better match, a loop will form between (c) and (d), leaving the 

“blocking” boundary unpaired, and the enhancer will activate the reporter. The domain 

definition assay also uses competition to measure boundary matching, but with two 

reporters (Fig. 2B). Interestingly, in the domain definition assay, pairing preferences 

depend not only upon the boundary combination, but also on chromosomal insertion site, 

and stage/tissue. Stage/tissue specificity for blocking activity has also been observed in 

experiments in which su(Hw )was used to replace Fab-7 in BX-C [64]. .
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Figure 1. 
Transgene assays for boundaries. A: Insulator assay. (1) One boundary is not effective in 

protecting repaorter transcription from heterochromatic/Polycomb repression. (2) Two 

boundaries flanking reporter on both sides protect against silencing. Green rectangles “B” – 

boundaries. The yellow and blue wavy arrows indicate genes; upstream arrow indicates 

promoter: short – isolated from enhancer; long – activated by enhancer. Absence of an arrow 

upstream of the gene in (1) indicates gene repression by heterochromatin/Polycomb. 

Heterochromatin/Polycomb factors– gray ovals. B: Enhancer-blocking assay. (1) Enhancer 
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activates promoter. (2) Boundary inserted between enhancer and promoter blocks enhancer 

action. Red circle “E” – enhancer. C: The bypass assay. (1) Two reporters are regulated by 

an upstream enhancer. (2) Placing a boundary between the upstream enhancer and the 

promoter for the proximal reporter blocks activation of both reporters. (3) Addition of 

second boundary in between the two reporters leads to bypass. The two boundaries pair with 

each other and this brings the enhancers in close proximity to the distal reporter leading to 

its activation.
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Figure 2. 
Boundary competition and domain definition assays. A: Competition assay. One reporter 

and three boundaries (d, b, c) are used in this assay. (1) Downstream (d) boundary doesn't 

influence enhancer activity. (2) Insertion of second boundary (b) between the enhancer and 

promoter blocks activation. A loop isolating reporter is formed between the paired 

boundaries. (3-4) Insertion of a third boundary (c) upstream of enhancer can lead to 

activation (3) or isolation (4) of the reporter depending on their partner preference. B: 
Domain definition assay. Second reporter is inserted upstream of enhancer (red circle).(1) 

Both reporters are active. (2) Interaction between (b) and (d) boundaries isolates “yellow” 

colored reporter, leaving “blue” reporter unaffected. (3) Interaction between (c) and (d) 

boundaries isolates “blue”, but not “yellow” reporter. (4) Both reporters are isolated from 

enhancers.
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Figure 3. 
Self-pairing interactions are generally head-to-head. A: The bypass assay. The topology of 

the loop formed by paired boundaries depends upon their relative orientation and whether 

they pair head-to-head or head-to-tail.(1) If the two boundaries pair head-to-head, and they 

are arranged in the same orientation, a circle- loop will be formed. This topology positions 

the enhancer and promoter on opposite sides of the paired boundaries, leading to isolation of 

the reporter. (2) When the boundaries are arranged in opposite orientation, head-to-head 

pairing generates a stem-loop. This brings the enhancer and promoter into close proximity 

and leads to activation of transcription. Green arrows with straight sides– boundaries, 

arrowheads indicate orientation. B: Interactions between boundaries over large (2Mb) 

distances. (1) In this configuration, the enhancer and the reporter are “downstream” of the 

boundary. Here, head-to-head self-pairing between the two boundaries brings the enhancer 

and promoter into close proximity, activating transcription. (2) In this configuration, the 

enhancer is “downstream” of the boundary, while the reporter is in the “upstream” position. 

When the two boundaries pair with each other head-to-head, the enhancer and the reporter 

are on opposite sides of the paired boundary, blocking regulatory interactions. C: Self-

pairing Interactions between boundaries on each homolog aligns the homologs in register 

and maintains homolog pairing.(1) Head-to-head self-pairing interactions align homologs in 

register. Different colored arrows – boundaries. (2) Head-to-tail self-pairing interactions 

would disrupt chromosome alignment and interfere with transvection.
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Figure 4. 
Heterologous head-to-tail pairing between boundaries in cis. A: Schematic of the eve 
regulatory region. Boundaries: nhomie (orange), homie (brown), others are not specified. B: 
Interaction between nhomie-homie and other flanking boundaries generates independent 

stem-loops that are separated by unanchored segments. C: The nhomie-homie pair interacts 

with their neighbors. D: The interactions between boundaries are further stabilized by 

homolog pairing.
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Figure 5. 
Heterologous head-to-head pairing between boundaries in cis. A: Schematic of the abd-A 
and Abd-B gene regions. The regulatory domains, iab-2–iab-4 and iab-5 – iab8 of the abd-A 
and the Abd-B genes, respectively, are separated by boundaries (Fab-3, Fab-4, Mcp, Fab-6, 

Fab-7, Fab-8). AB-I is a boundary-like element located upstream of the Abd-B promoter. B: 
Head-to-head pairing between boundaries forms circle-loops that can be wound counter-

clockwise (left) or clockwise (right). C: Series of circle-loops are connected by interacting 

boundaries. D, E: The Fab-7 replacement assay. D: A copy of Fab-8 copy is inserted in the 

“forward” orientation in place of Fab-7. In this orientation Fab-8 fully substitutes forFab-7 
and would maintain the loop topology. E: Fab-8 is inserted in the “reverse” orientation. In 
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this case head-to-head pairing interactions with neighboring boundaries would disrupt the 

circle-loop topology, introducing two stem-loops instead. In this orientation Fab-8 still 

blocks cross-talk between iab-6 and iab-7.However, it is no longer permissive for iab-6 (and 

to a lesser extent, iab-5) regulation of Abd-B.
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