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Abstract

Ensuring the usefulness of electronic data sources whiteiging necessary privacy guarantees is an
important unsolved problem. This problem drives the needfoanalytical framework that can quantify
the privacy of personally identifiable information whildllsproviding a quantifable benefit (utility) to
multiple legitimate information consumers. This papersprégs an information-theoretic framework that
promises an analytical model guaranteeing tight boundowf iuch utility is possible for a given level
of privacy and vice-versa. Specific contributions inclugestochastic data models for both categorical
and numerical data; ii) utility-privacy tradeoff regionscathe encoding (sanization) schemes achieving
them for both classes and their practical relevance; ahdniddeling of prior knowledge at the user

and/or data source and optimal encoding schemes for bo#s.cas

Index Terms

utility, privacy, databases, rate-distortion theory, iggoation, side information.

. INTRODUCTION

Just as information technology and electronic commurdcathave been rapidly applied to almost every
sphere of human activity, including commerce, medicine smalal networking, the risk of accidental or

intentional disclosure of sensitive private informatioashincreased. The concomitant creation of large
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centralized searchable data repositories and deployniapipdications that use them has made “leakage
of private information such as medical data, credit cardrimfation, power consumption data, etc. highly
probable and thus an important and urgent societal prodlénike the secrecy problem, in thgrivacy
problem, disclosing data provides informational utilitthi® enabling possible loss of privacy at the
same time. Thus, as shown in Hig. 1, in the course of a ledi#itransaction, a user learns some public
information (e.g. gender and weight), which is allowed aeéds to be supported for the transaction to
be meaningful, and at the same time he can also learn/infetgiinformation (e.g., cancer and income),
which needs to be prevented (or minimized). Thus, every iss@otentially) also an adversary.

The problem of privacy and information leakage has beeniedutbr several decades by multiple
research communities; information-theoretic approatcbabhe problem are few and far in between and
have primarily focused on using information-theoretic mest However, a rigorous information-theoretic
treatment of the utility-privacy (U-P) tradeoff problenmrains open and the following questions are yet
to be addressed: (i) the statistical assumptions on thethataallow information-theoretic analysis, (ii)
the capability of revealing different levels of private anfation to different users, and (iii) modeling of
and accounting for prior knowledge. In this work, we seekgplg information theoretic tools to address
the open question of an analytical characterization thatiges a tight U-P tradeoff. If one views public
and private attributes of data in a repository as randorakes with a joint probability distribution, a
private attribute in a database remains private to the exkext revealing public attributes releases no
additional information about it — in other words, minimigirthe risk of privacy loss implies thahe
conditional entropy of the private attribute should be aghhias possible after the disclosufghus, in
Fig.[1, keeping the cancer attribute private would mean tdjigen knowledge of the public attributes of
gender and weight, the predictability of the cancer attébshould remain unchanged. To achieve this,
the gender attribute in Entry 1 has been “sanitized.”

The utility of a data source lies in its ability to disclosetalaand privacy considerations have the
potential to hurt utility. Indeed, utility and privacy arempeting goals in this context. For example, in
Fig.[d one could sanitize all or most of the entries in the geradtribute to ‘M’ to obtain more privacy
but that could reduce the usefulness of the published dgitéfisaintly. Any approach that considers only
the privacy aspect of information disclosure while igngrthe resultant reduction in utility is not likely to
be practically viable. To make a reasoned tradeoff, we nedahdw the maximum utility achievable for
a given level of privacy and vice versa, i.e. an analyticarealterization of the set of all achievable U-P
tradeoff points. We show that this can be done using an eldgahfrom information theory called rate

distortion theory: utility can be quantified via fidelity vdhi, in turn, is related (inversely) tdistortion
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Fig. 1. An example database with public and private attébwand its sanitized version.

Rate distortion has to be augmented with privacy conssajoantified visequivocationwhich is related
to entropy.

Our Contributions: The central contribution of this work is a precise quanttfma of the tradeoff
between the privacy needs of the individuals representethéydata and the utility of theanitized
(published) data for any data source using the theory ofdiatertion with additional privacy constraints.
Utility is quantified (inversely) viadistortion (accuracy), and privacy viaquivocation(entropy).

We expose for the first time an essential dimension of inféionalisclosure via an additional constraint
on the disclosure rate, a measure of the precision of théizethdata. Any controlled disclosure of public
data needs to specify the accuracy and precision of theodisi®; while the two can be conflated using
additive noise for numerical data, additive noise is not atiom for categorical data (social security
numbers, postal codes, disease status, etc.) and thust pugmision becomes important to specify. For
example, in Fig[1l, the weight attribute is a numeric fieldt tbauld either be distorted with random
additive noise or truncated (or quantized) into ranges s1sc80-100, 100-110, etc. The use of the digits
of the social security number to identify and protect thergmy of students in grade sheets is a familiar
non-numeric example. Sanitization (of the full SSN) is agkd by heuristically reducing precision to
typically the last four digits. A theoretical framework tHarmally specifies the output precision necessary
and sufficient to achieve the optimal U-P tradeoff would beirdéle.

In [1] the rate-distortion-equivocation (RDE) tradeoffr fa simple source model was presented. We
translate this formalism to the U-P problem and devel@qamework that allows us to model generic data
sourcesincluding multi-dimensional databases and data stre2insi¢velop abstract utility and privacy

metrics, and quantify the fundamental U-P tradeoff boulds.then present aanitization scheme that
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achieves the U-P tradeoff regicand demonstrate the application of this scheme for both noaieand
categorical examples. Noting that correlation availabléne user/adversary can be internal (i.e. between
variables within a database) or external (with variabled #ve outside the database but accessible to the
user/adversary), [3]-[5] have shown that external knogdechan be very powerful in the privacy context.
We address this challenge in our framework vieadel for side informationOur theorem in this context
reported previously in [6] is presented with the full proadré.

Finally, we demonstrate our framework with two crucial améqtically relevant examples: categorical
and numerical databases. Our examples demonstrate twarherdal aspects of our framework: (i) how
statistical models for the data and U-P metrics reveals thpragpriate distortion and suppression of
data to achieve both privacy and utility guarantees; and@iv knowledge of source statistics enables
determining the U-P optimal sanitization mechanism, amadetore, the largest U-P tradeoff region.

The paper is organized as follows. In Sectidn Il we briefly marize the state of the art in database
privacy research. In Sectidnllll, we motivate the need folrdarmation-theoretic analysis and present
the intuition behind our analytical framework. In Sectldfj Wwe present an abstract model and metrics
for structured data sources such as databases. We develg@pimary analytical framework in Section

[Vland illustrate our results in SectiénlVI. We close with cloiing remarks in Section _MII.

Il. RELATED WORK

The problem of privacy in databases has a long and rich kistating back at least to the 1970s,
and space restrictions preclude any attempt to do fullgasib the different approaches that have been
considered along the way. We divide the existing work int@ twategories, heuristic and theoretical
techniques, and outline the major milestones from thessgoates for comparison.

The earliest attempts at systematic privacy were in the affeansus data publication where data was
required to be made public but without leaking individuatgbrmation. A number of ad hoc techniques
such as sub-sampling, aggregation, and suppression weterex (e.g., [7], [8] and the references
therein). The first formal definition of privacy wasanonymity by Sweeney [3]. Howevéranonymity
was found to be inadequate as it only protects from ideniggldsure but not attribute-based disclosure
and was extended withcloseness [9] and-diversity [10]. All these techniques have proved to be non-
universal as they were only robust against limited adversaHeuristic techniques for privacy in data
mining have focused on using a mutual information-base¢apyi metrics [11].

The first universal formalism was proposed in differentiglgqcy (DP) [4] (see the survey in [12] for

a detailed history of the field). In this model, the privacyasf individual in a database is defined as
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a bound on the ability of any adversary to accurately detdwther that individual’s data belongs to
the database or not. They also show that Laplacian distiibatiditive noise with appropriately chosen
parameters suffices to sanitize numerical data to achidfezatitial privacy. The concept of DP is strictly
stronger than our definition of privacy, which is based onrBiom entropy. However, our model seems
more intuitively accessible and suited to many applicatimmains where strict anonymity is not the
requirement. For example, in many wellness databases é@semce of the record of an individual is not
a secret but that individual's disease status is. Our gaibn approach applies to both numerical and
categorical data whereas DP, while being a very popular hfodgrivacy, appears limited to numerical
data. Furthermore, the loss of utility from DP-based saatibn can be significant [13]. There has been
some work pointing out the loss of utility due to privacy maotsms for specific applications [14].
More generally, a rigorous model for privacy-utility traxffs with a method to achievall the optimal

points has remained open and is the subject of this paper.u$beof information theoretic tools for
privacy and related problems is relatively sparse. [1] yred a simple two variable model using rate
distortion theory with equivocation constraints, whichthe prime motivation for this work. In addition,
there has been recent work comparing differential privagrgntee with Renyi entropy [15] and Shannon

entropy [16].

[1I. M OTIVATION AND BACKGROUND

The information-theoretic approach to database privaeglies two steps: the first is the data mod-
eling step and the second is deriving the mathematical fismdaor sanitization. Before we introduce
our formal model and abstractions, we first present an iméuiinderstanding and motivation for our

approaches below.

A. Motivation: Statistical Model

Our work is based on the observation that large datasethidimg databases) have a distributional
basis; i.e., there exists an underlying (sometimes intplétatistical model for the data. Even in the case
of data mining where only one or a few instances of the datage¢ver available, the use of correlations
between attributes used an implicit distributional asstimnpabout the dataset. We explicitly model the
data as being generated by a source with a finite or infiniteaddet and a known distribution. Each row
of the database is a collection of correlated attributesafofndividual) that belongs to the alphabet of

the source and is generated according to the probabilitycofimence of that letter (of the alphabet).

January 22, 2013 DRAFT



Our statistical model for databases is also motivated byatbiethat while the attributes of an individual
may be correlated (e.g. between the weight and cancerwésitin Fig[ll), the records of a large number
of individuals are generally independent or weakly coteslavith each other. We thus model the database
as a collection ofi observations generated by a memoryless source whose suatuindependent and
identically distributed (i.i.d.).

Statistically, with a large number of i.i.d. samples collected from a source, the data coltecten
be viewed agypical, i.e., it follows the strong law of large numbers (SLLN) [1Ch. 11]. The SLLN
implies that the absolute difference between the empidisttibution (obtained from the observations)
and the actual distribution of each letter of the sourceathgl decreases with, i.e., the samples (letters
from the source alphabet) in the database will be repredemtaportional to their actual probabilities.
This implies that for all practical purposes the empiricedtribution obtained from a large dataset can
be assumed to be the statistical distribution of the idedligource for our model and the approximation
gets better as grows.

Our measures for utility and privacy capture this statdtimodel. In particular, we quantify privacy
using conditional entropywhere the conditioning on the published (revealed) datducep the average
uncertainty about the source (specifically, the privatebattes of the source) post-sanitization. Our utility
measure similarly is averaged over the source distribution

Intuitively, privacy is about maintaining uncertainty albonformation that is not explicitly disclosed.
The common notion of a person being undetectable in a groip[8% or an individual record remaining
undetectable in a dataset [4] captures one flavor of suchriaiaty. More generally, the uncertainty about
a piece of undisclosed information is related to its infotiora content. Our approach focuses on the
information content of every sample of the source and sasitit in proportion to its likelihood in the
database. This, in turn, ensures that low probability/highrmation samples (outliers) are suppressed
or heavily distorted whereas the high probability (frequélier) samples are distorted only slightly.
Outlier data, if released without sanitization, can leaktadf information to the adversary about those
individuals (e.g. individuals older than a hundred yeaos);the other hand, for individuals represented
by high probability samples either the adversary alreadyehbot of information about them or they are
sufficiently indistinct due to their high occurrence in thetal thereby allowing smaller distortion.

As we show formally in the sequel, our approach and solutanchtegorical databases captures a
critical aspect of the privacy challenge, namely, in supgireg the high information (low probability
outlier samples) and distorting all others (up to the desirity/distortion level), the database provides

uncertainty (for that distortion level) faall samples of the data. Thus, our statistical privacy measure
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captures the characteristics of the underlying data model.

It is crucial to note that distortion does not only imply diste-based measures. The distortion measure
can be chosen to preserve any desired function, deteriimistprobabilistic, of the attributes (e.g.,
aggregate statistics). Our aim is to ensure that sensitita i protected by randomizing the public
(non-sensitive) data in a rigorous and well-defined manaoeh shat: (a) it still preserves some measure
of the original public data (e.g., K-L divergence, Euclidedistance, Hamming distortion, etc.); and (b)
provides some measure of privacy for the sensitive datecdrabe inferred from the revealed data. In this
context, distortion is a term that makes precise a measucharige between the original non-sensitive
data and its revealed version; appropriate measures depetheé data type, statistics, and the application
as illustrated in the sequel.

At its crux, our proposed sanitization process is about iheit@ing the statistics of the output (database)
that achieve a desired level of utility and privacy and abdetiding which input values to perturb and
how to probabilistically perturb them. Since the outputtistecs depends on the sanitization process, for
the i.i.d. source model considered here, mathematicaypttoblem reduces to finding the input to output

symbol-wise transition probability.

B. Background: Rate-distortion Theory

In addition to a statistical model for large data sets, we aigroduce an abstract formulation for the
sanitization process, which is based on the theory of ratertion. We provide some intuition for the
two steps involved in information-theoretic sanitizatiommely encoding at the database and decoding
at the data user.

For the purposes of privacy modeling the attributes abowtiadividual in a database fall in two
categories: public attributes that can be revealed andateriattributes that need to be kept hidden,
respectively. An attribute can be both public and privatthatsame time. The attributes of any individual
are correlated; this implies that if the public attributee sevealed as is, information about the private
attributes can be inferred by the user using a correlatiodaehdrhus, ensuring privacy of the private
attributes (also referred to as hidden attributes in theis@gequires modifying/sanitizing/distorting the
public attributes. However, the public attributes have ilityitconstraint that limits the distortion, and
therefore, the privacy that can be guaranteed to the pratitibutes.

Our approach is to determine the optimal sanitization, aenapping which guarantees the maximal
privacy for the private attributes for the desired level @fity for the public attributes, among the set

of all possible mappings that transform the public attributes dhtbase. We use the termscoding
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anddecodingto denote this mapping at the data publisher end and the nderespectively. A database
instance is am-realization of a random source (the source is a vector wihemamber of attribute&™ >

1) and can be viewed as a point in ardimensional space (see Fg. 2). The set of all possiblebdats
(n-length source sequences) that can be generated usinguiee statistics (probability distribution) lie
in this space.

Our choice of utility metric is a measure of average ‘closshdetween the original and revealed
database public attributes via a distortion requirenienThus the output of sanitization will be another
database (another point in the sam&imensional space) within a ball of ‘distanceD. We seek to
determine a set of som& = 2"F output databases that ‘cover’ the space, i.e., given anyt idatabase
instance there exists at least one sanitized databasenvithinded ‘distancenD as shown in Fig[2.
Note that the sanitized database may be in a subspace ofttteesgrace because only the public attributes
are sanitized and the utility requirement is only in this spdce.

In information theory such a distortion-constrained eriegds referred to as quantization or com-
pression. Furthermore, the mapping is referred to as vempiantization because the compression is
of an n-dimensional space and can be achieved in practice usirggeding algorithms. In addition to
a distortion (utility) constraint, our privacy constraialso requires that the “leakage” (i.e. the loss of
uncertainty) about the private attributes via correlatfimm the sanitized database is bounded. The set
of M source-sanitized database pairs is chosen to satisfy bstibrttbn and leakage constraints. The
database user that receives the sanitized database magthaveside-information (s.i.) about which the
encoder is eithestatistically informed(i.e., only the statistics of s.i. known) @anformed (knows s.i.a
priori). The decoder can combine the sanitized database publighttee encoder and the s.i. to recreate
the final reconstructed database.

Obtaining the U-P tradeoff region involves two parts: thetfis a proof of existence of a mapping,
called aconverseor outer bounds in information theory, and the second is@revable schem@nner
bounds) that involves constructing a mapping (called a xadathematically, the converse bounds the
maximal privacy that can be achieved for a desired utilitgrabhe space of all feasible mappings, and the
achievable scheme determines the input to output probabiinapping and reveals the minimal privacy
achievable for a desired distortion. When the inner andrdoveinds meet, the constructive scheme is
tight and achieves the entire U-P tradeoff, often the casdrémtable distributions such as Gaussian,
Laplacian, and arbitrary discrete sources.

It is important to note that our assumption of knowledge af Hource statistics at all involved

parties does not limit the applicability of the framework fine following reasons: (a) the statistics
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Fig. 2. Space of all database realizations and the quantiaeabases.

for large data can often be sampled reliably from the datkecteld; (ii) knowledge of statistics alone is
insufficient to generate the actual database at the use(jigmdost importantly, the statistical knowledge
enables us to find the optimal input to output probabilistapping (i.e., a perturbation matched to the
source statistics) that satisfy specific utility and privaneasures. The power of our approach is that
it completely eliminates signal-perturbation mismatcbljjems as observed in privacy-preserving data
mining solutions by Kargupta et al [18]; furthermore, thewersibility of the quantization process implies
that the suppressed or distorted data cannot be reverspitediesowledge of the actual statistics. In the

following Section, we formalize these notions and preseng@rous analysis.

IV. MODEL AND METRICS
A. Model for Databases

A databaseD is a matrix whose rows and columns represent the individoigles and their attributes,
respectively. For example, the attributes of a healthcataldhse can include name, address, SSN, gender,
and a collection of possible medical information. The htttés that directly give away information such
as name and SSN are typically considered private data.

Modet Our proposed model focuses on large databases Mithttributes per entry. Lef, for all
ke K =1{12,,...,K}, and Z be finite sets. LetX; € A, be a random variable denoting t#&"
attribute,k = 1,2,..., K, and letXx = (X, Xo,..., Xk). A databasel with n rows is a sequence of

n independent observations from the distribution havingabability distribution

Pxe (TK) = PX1 X0 Xx (T1,%2,. .., TK) (1)
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which is assumed to be known to both the designers and ustits database. Our simplifying assumption
of row independence holds generally in large databasesn@iualways) as correlation typically arises
across attributes and can be ignored across entries gieesite of the database. We wrifg} =
(X7, X3,...,X}) to denote the: independent and identically distributed (i.i.d.) obséioves of X}

The joint distribution in[(Il) models the fact that the atiitdss corresponding to an individual entry are
correlated in general and consequently can reveal infeomatbout one another.

Public and private attributeswWe consider a general model in which some attributes neduxk thept
private while the source can reveal a function of some or fathe attributes. We writeC,, and K}, to
denote sets of private (subscripfor hidden) and public (subscriptfor revealed) attributes, respectively,
such thatC, UK, = K ={1,2,..., K}. We further denote the corresponding collections of puatid
private attributes byXyc, = {Xi},c and Xx, = {Xi}ex,, respectively. More generally, we write
Xs, ={Xk: k€S, C Ky} and Xs, = {X;: k€S, C K.} to denote subsets of private and public
attributes, respectively.

Our notation allows for an attribute to be both public and/qte; this is to account for the fact that
a database may need to reveal a function of an attribute ideibping the attribute itself private. In
general, a database can choose to keep public (or privagedromore attributesi{ > 1). Irrespective of
the number of private attributes, a non-zero utility reswolhly when the database reveals an appropriate
function of some or all of its attributes.

Revealed attributes and side informatioks discussed in the previous section, the public attribute
are in general sanitized/distorted prior to being reveatedrder to reduce possible inferences about
the private attributes. We denote the resultiegealed attributesas Xic, = {X}rex,. In addition to
the revealed information, a user of a database can havesatcesrrelated side information from other
information sources. We model the side information (sd.@an-length sequencg™ = (71, Zs, ..., Zy,),

Z; € Z for all i, which is correlated with the database entries via a joirtridigtion px,. 7 (xx,2).

Reconstructed databasd@he final reconstructed databasat the user will be either a database of
revealed public attributes (when no s.i. is available) oratabase generated from a combination of the

revealed public attributes and the side information (whérnissavailable).

B. Metrics: The Privacy and Utility Principle

Even though utility and privacy measures tend to be specifibé application, there is a fundamental
principle that unifies all these measures in the abstracitom user perceives the utility of a perturbed

database to be high as long as the response is similar to spenge of the unperturbed database;
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thus, the utility is highest of an unperturbed database ames$ go zero when the perturbed database is
completely unrelated to the original database. Accordinglir utility metric is an appropriately chosen
average ‘distance’ function between the original and theéupeed databases.

Privacy, on the other hand, is maximized when the perturbsgdanse is completely independent of the
data. Our privacy metric measures the difficulty of extragtany private information from the response,
i.e., the amount of uncertainty equivocatiorabout the private attributes given the response. One could
alternately quantify therivacy lossfrom revealing data as theutual informationbetween the private
attributes and the response; mutual information is typicased to quantify leakage (or secrecy) for

continuous valued data.

C. Utility and Privacy Aware Encoding

Since database sanitization is traditionally the procéstistorting the data to achieve some measure
of privacy, it is a problem of mapping a database to a diffeosme subject to specific utility and privacy
requirements.

Mapping Our notation below relies on this abstraction. L8t k& € K, and Z, be as above and let
X; be additional finite sets for all € K,. Recall that a databaskwith n rows is an instantiation of
X¢. Thus, we will henceforth refer to a real databdsas aninput databaseand to the corresponding
sanitized database (SDB). as anoutput databaseWhen the user has access to side information, the
reconstructed databas# at the user will in general be different from the output datsh

Our coding scheme consists of an encofgrwhich is a mapping from the set of all input databases
(i.e., all databases allowable by the underlying distributiorio a set of indices7 = {1,2,..., M} and

an associated table of output databases (each of whicllj$ given by

Fp (A% ... X X, — T ={SDBy}, 2)

enc

where K, C K., € K and M is the number of output (sanitized) databases created fnensét of all
input databases. To allow for the case where an attributebeanoth public and private, we allow the
encodingF in (@) to include both public and private attributes. A usethwa view of the SDB (i.e.,
an indexj € J) and with access to side informatidfi’, whose entriesZ;, i = 1,2,...,n, take values

in the alphabetZ, reconstructs the databagevia the mapping
Fp:J x 2" (er,cr)é,;ﬂ . 3)

The encoding and decoding are assumed known at both parties.
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Utility : Relying on a distance based utility principle, we model thidity « via the requirement that
the averagelistortion of the public variables is upper bounded, for each 0 and all sufficiently large
n, as

1 -
u=FE [EZZ’:IP (X/CT,uX/CT,i)] <D +eg, (4)

wherep (-, -) denotes a distortion functioff;, is the expectation over the joint distribution @¥x_, X ),
and the subscript denotes the'” entry of the database. Examples of distortion functionguhe the
Euclidean distance for Gaussian distributions, the Hargrdistance for binary input and output databases,
and the Kullback-Leibler (K-L) divergence. We assume thatakes values in a closed compact set to
ensure that the maximal and minimal distortions are finitd at possible distortion values between
these extremes can be achieved.

Privacy. We quantify the equivocatioa of all the private variables using entropy as

%H (X |J,2") > E . (5)

(&
Analogous to[(b), we can quantify the privacy leakdgesing mutual information as

l =

S|

I(XR,;,2") < L+e. ()

Remark 1: The case in which side information is not available at the issebtained by simply setting
Z™ =0 in @) and [).

We shall henceforth focus on using equivocation as a privaejric except for the case where the
source is modeled as continuous valued data since unliferetitial entropy, mutual information is
Xir, Z) < E < H(Xk,|Z) < H(Xg,), where the

upper bound on the equivocation results when the privatepabtic attributes (and side information) are

strictly non-negative. Froni{5), we havé(Xy,

uncorrelated and the lower bound results when the publitais (and side information) completely
preserve the correlation between the public and privatibatits. Note that the leakage can be analogously
bound as) < I(X,; Z) < L < I(Xk,; Xxr, Z).

The mappings in((2) andl(3) ensure thiais mapped tal’ such that the U-P constraints [0 (4) and (5)
are met. The formalism in{1)46) is analogous to lossy casgion in that a source database is mapped
to one of M quantized databases that are desigmediori. For a chosen encoding, a database realization
is mapped to the appropriate quantized database, subjéd) and [(%). It suffices to communicate the
index J of the resulting quantized database as formalizedlin (2heousser. This index, in conjunction

with side information, if any, enables a reconstructionhat iiser as if_(3)Note that the mappings ifl(2)
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and (3), i.e., lossy compression with privacy guaranteaspee that for anyD > 0, the user can only
reconstruct the databasé = X7 , formally a functionf (J, Z"), and notd = X3 itself.

The utility and privacy metrics in.{4) andl(5) capture thetistewal nature of the problem, i.e., the
fact that the entries of the database statistically mirher distribution [(IL). Thus, both metrics represent
averages across all database instantiati@nand hence, (assuming stationarity and largeover the
sample space ofXx thereby quantifying the average distortion (utility) anduivocation (privacy)
achievable per entry.

Remark 2:In general, a database may need to satisfy utility constrdor any collection of subsets
S,(l) C K, of attributes and privacy constraints on all possible stgbeé private attribute§,(lm), m =
1,2,...,Ly,1< L, < olknl — 1 where|K}| is the cardinality offC;,. For ease of exposition and without
loss of generality, we develop the results for the case difyutind privacy constraints on the set of all
public and private attributes. The results can be genedliz a straightforward manner to constraints

on arbitrary subsets.

V. UTILITY-PRIVACY TRADEOFFS

Mapping utility to distortion and privacy to information certainty via entropy (or leakage via mutual
information) leads to the following definition of the U-P deoff region.

Definition 1: The U-P tradeoff regiory is the set of all feasible U-P tupld®, E') for which there
exists a coding schenié’z, F)p) given by [2) andl(B), respectively, with parameters)M, u, ) satisfying
the constraints in({4) andl(5).

While the U-P tradeoff region in Definitidn 1 can be deterndirier specific database examples, one
has to, in general, resort to numerical techniques to sblw@ptimization problem [19]. To obtain closed
form solutions that define the set of all tradeoff points athehiify the optimal encoding schemes, we
exploit the rich set of techniques from rate distortion tlyewith and without equivocation constraints.
To this end, we study a more general problem of RDE by introdp@n additional rate constraint
M < 27E+9) which bounds the number of quantized SDBs[ih (2). Besideblemathe use of known
rate-distortion techniques, the rate constraint also nasperational significance. For a desired level of
accuracy (utility) D, the rateR is the precision required on average (ovét) to achieve it. We now
define the achievable RDE region as follows.

Definition 2: The RDE regiorRzp g is the set of all tuple$R, D, E) for which there exists a coding
scheme given by {2) andl(3) with parameténs M, u,e) satisfying the constraints iml(4)f1(5), and on
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the rate. In this regiorR p_ g, the set of all feasible distortion-equivocation tup(és, ) is defined as

Rp_g={(D,E): (R,D,E) € Rgpp, R > 0}. @)
The RDE problem differs from the distortion-equivocatiomldem in including a constraint on the

precision of the public variables in addition to the equatan constraint on the private data in both

problems. Thus, in the RDE problem, for a desired utility one obtains the set of all rate-equivocation

tradeoff points(R, E) , and therefore, over all distortion choices, the resultiegion contains the set of

all (D, E) pairs. From Definition§]1 arid 2, we thus have the followingppsition.
Proposition 1: 7 = Rp_g.

Propositior_ 1 is captured pictorially in Figl 3(b). The ftinas R (D, E) andT'(D) in Fig.[3 capture
the rate and privacy boundaries of the region and are themalniate and maximal privacy achievable,
respectively, for a given distortioh.

The power of Propositionl 1 is that it allows us to study thgédarproblem of database U-P tradeoffs
in terms of a relatively familiar problem of source codinglwadditional privacy constraints. Our result
shows the tradeoff between utility (distortion), priva@qqivocation), and precision (rate) — fixing the

value of any one determines the set of operating points frother two; for example, fixing the utility
(distortion D) quantifies the set of all achievable privacy-precisiondspF, R).

For the case of no side information, i.e., for the problem@i(@) with Z" =

(), the RDE region
was obtained by Yamamoto [1] fak, = K;, = 1 and K, N K, = 0. We henceforth refer to this as
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an uninformed casesince neither the encoder (database) nor the decode) umear access to external
information sources. We summarize the result below in th&teca of a utility-privacy tradeoff region.
We first summarize the intuition behind the results and theodimg scheme achieving it.

In general, to obtain the set of all achievable RDE tupleg, fatiows two steps: the first is to obtain
(outer) bounddor a (n, M,u,e) code on the rate and equivocation required to decode reliaith a
distortion D (vanishing error probability in decoding for a bounded alison D); the second step is a
constructive coding scheme for which one determinesirther boundson rate and equivocation. The
set of all (R, D, E) tuples is achievable when the two bounds meet. The ache\RDE region was
developed in [1, Appendix] for the problem in 2. Focusing be set of all RDE tradeoff points, we
restate the results in [1, Appendix] as follows.

Proposition 2: Given a database with public, private, and reconstructedbas X , Xk, , andX,cr

respectively, andZ = (), for a fixed target distortiorD, the set of achievablgR, F) tuples satisfy
R > Ry (D) = I(Xx, Xx,; Xx,) (8a)
E < By (D) = H(X, | Xk,) (8b)

for somep(zx, , zk,,x,) such thatE(d(Xx, , Xx,)) < D.

Remark 3: The distributionp(zx, , zx,, Zx,) allows for two cases, one in which both the public and
private attributes are used to encode (e.g., medical) amattier in which only the public (e.g., census)
attributes are used. For the latter case in which the pria#ttébutes are only implicitly used (via the
correlation), the distribution simplifies agzi, , i, )p(Zk, |k, ), i.€., the variables satisfy the Markov
chain X, — Xx, — X, .

Theorem 1:The U-P tradeoff region for a database problem defined byH1Land withZ" = () is
the set of all(E, D) such that for every choice of distortioB € D that is achievable by quantization
scheme with a distributiop(zx, , xx, &k, ), the privacy achievable is given by (D) in 8B) (for which
a rate of Ry (D) in (&) is required).

The set of all RDE tuples in({8) define the regi®y, ;. The functions in Fig[l3 specifying the
boundaries of this region are given as follow8{D, E') which is the minimal rate required for any

choice of distortionD is given by

(T, Tk, 2K, )
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where E* = Ey(D)|,- is evaluated ap* is the argument of the optimization inl (9) afdD) which is

the maximal equivocation achievable for a desired disinrl is given by

I'(D) = max Ey (D). (10)

MiNy(e g, ax, )

Remark 4:In general, the function® (D, E)) andI’ (D) may not be optimized by the same distribution
p(zk,,xx,,2x.), 1.e., R(D,E) may be minimal for af = E* < I'(D). This implies that in general
the minimal rate encoding scheme is not necessarily the sanbe encoding scheme that maximizes
equivocation (privacy) for a given distortiaR. This is because a compression scheme that only satisfies
a fidelity constraint onX , i.e., source coding without additional privacy constisjms oblivious of the
resulting leakage ofXx, whereas a compression scheme which minimizes the leakagé:pfwhile
revealing X, will first reveal that part ofX, that is orthogonal taXx, and only revealXx, when
the fidelity requirements are high enough to encode it. Tineimal privacy may require additional
precision (of the component ofx orthogonal toX, ) relative to the fidelity-only case. The additional
rate constraint enables us to intuitively understand tharaaof the lossy compression scheme required
when privacy need to be guaranteed.

We now focus on the case in which the user has access to ¢ededme information. The resulting
RDE tradeoff theorems generalize the results in [1]; furticre, we present a new relatively easier
proof for the achievable equivocation while introducinglass of encoding schemes that we refer to as

guantize-and-bin codinésee also [20]).

A. Capturing the Effects of Side-Information

In general, a user can have access to auxiliary informatitihverefrom prior interactions with the
database or from a correlated external source. We cast tbidem in information-theoretic terms as
a database encoding problem with side information at the. 0se cases arise in this context: i) the
database has knowledge of the side information due to pmteradctions with the user and is sharing
a related but differently sanitized view in the current ratgion, i.e., annformed encoderand ii) the
database does not know the exact side information but has statistical knowledge, i.e., atatistically
informed encoder We develop the RDE regions for both cases below.

1) U-P Tradeoffs: Statistically Informed Encodewe first focus on the case with side information
at the user and knowledge of its statistics at the encodger,dt the database. The following theorem

guantifies the RDE region, and hence, the utility-privaadé&off region for this case.
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Theorem 2:For a target distortiotD, the set of achievablgR, E') tuples when the database has access

to the statistics of the side information is given as
R> Rgr (D) = I(Xx, Xx,;U|Z) (11a)
E < Eg; (D) = H(Xx, [UZ) (11b)

for some distributiorp(zx, , zx,, 2)p (u|zx, , zx,) such that there exists a functiot. = f(U, Z) for
which E d(X;CT,X,CT)] < D, and|U| = |Xi| + 1.

Remark 5:For the case in which only the public variables are used iméing, i.e.,Xx, — Xx, — U,
U] = X, | + 1.

We prove Theoreml2 in the Appendix. Here, we present a skdttiieaachievability proof. The main
idea is to show that a quantize-and-bin encoding schemewaehihe RDE tradeoff.

The intuition behind the gquantize-and-bin coding schemasisfollows: the sourcd X , X} ) is
first quantized toU™ at a rate ofI(Xy Xy ;U). For the uninformed case, the encoder would have
simply sent the index folU” (= X,@T) to the decoder. However, since the encoder has statistical
knowledge of the decoder’s side information, the encodehéu binsU™ to reduce the transmission
rate toI(Xx, Xx,;U) — I(Z;U) whereI(Z;U) is a measure of the correlation betwegh and U™.

The encoder then transmits this bin indéxso that using/ and Z", the user can losslessly reconstruct
Un, and henceX,@r = f(U", Z™) via a deterministic functiorf to the desiredD.

The outer bounds follow along the lines of the Wyner-Ziv cense as well as outer bounds on the
equivocation (see the Appendix). The key result here is iheri bound on the equivocation, i.e., for a
fixed distortionD, the quantize-and-bin encoding scheme can guarantee albowad on the equivocation
as H(Xx,

U, Z) which primarily relies on the fact that using the bin indéxand side informatiorZ”,
the quantized databag&® can be losslessly reconstructed at the user.

Uninformed caseHere, we haveZ = 0 andU = Xy, i.e., the reconstructed and sanitized databases
are the same. Note that in this case, the quantize-and-banse simplifies to a simple quantize scheme
(as required to achieve Propositioh 2).

Remark 6:For a desiredD, minimizing Rg;(D) yields the Wyner-Ziv rate-distortion function. How-
ever, we focus here on the tradeoff region, and hence, thefsgt (R, D, E) tuples.

2) U-P Tradeoffs: Informed EncodelVe now consider the case in which the encoder also has perfect
knowledge of the side information. Such a case can ariseaictipe if the encoder has shared some prior
information related to the database earlier. The followtimgorem summarizes the RDE tradeoff region

for this case.
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Theorem 3:For a target distortiorD, the set of achievablgR, F) tuples when the encoder has perfect

knowledge of the side information is given as
R > Ry (D) = I(Xx,, Xx,; Xx,|2) (12a)
E < E; (D) = H(X,|Xk,2) (12b)

for some distributiorp(zk., , zk,, 2)p (k. |zK, , Tk, , 2) for which E [d(X,CT,X,CT) <D.

Remark 7:For Z" = (), Theorem B simplifies to Propositidn 2.

We prove Theorerh]3 in the Appendix. The main idea is to show dhanformed quantize-and-bin
encoding scheme for the informed case in whitgith (X}, Z") are available at the encoder achieves
the RDE tradeoff. The encoder jointly compresses them totabdﬂeX,%T which it further bins and
reveals the bin index to the decoder such that the rate obrimsion reduces td(XxZ; Xi, ) —
1(Z; Xx,) = I(Xx; X,|Z). Using the bin index and side informatici®, the database&(} can be
losslessly reconstructed. The outer bounds follow fronmddiad results on conditional rate-distortion
converse (see the Appendix). The key result is the inner ddaamthe equivocation, i.e., for a fixed
D, the quantize-and-forward scheme is shown to guarantee ianaliequivocation offf (X, | Xk, , Z)

using the fact that fromy/ and 2", X’,’%T can be losslessly reconstructed at the user.

VI. ILLUSTRATION OF RESULTS

In this Section, we apply the utility-privacy framework wave introduced to model two fundamental
types of databases and illustrate the corresponding optimding schemes that achieve the set of
all utility-privacy tradeoff points. More importantly, wdemonstrate how the optimal input to output
probabilistic mapping (coding scheme) in each case shgllsdin practical privacy-preserving techniques.
We note that for the i.i.d. source model considered, veatantjzation (to determine the set df output
databases) simplifies to finding the probabilities of magpime letters of the source to letters of the
output (database) alphabet as formally shown in the prev&ection.

We model two broad classes of databasmgegoricaland numerical Categorical data are typically
discrete data sets comprising information such as genderalssecurity numbers and zip codes that
provide (meaningful) utility only if they are mapped withtheir own set. On the other hand, without
loss of generality, numerical data can be assumed to beloriget set of real numbers or integers as
appropriate. In general, a database will have a mixture @fgcaical and numerical attributes, but for the

purpose of illustration, we assume that the database is ®@ftype or the other, i.e., every attribute is of
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the same kind. In both cases, we assume a single utilityoftisn) function. We discuss each example
in detail below.

Recall that the abstract mapping i (2) is a lossy comprassithe database. The underlying principle
of optimal lossy compression is that the number of bits nexguto represent a sampleof X ~ pyx is
inversely proportional tdog (p(z)), and thus, for a desiref, preserving the events in descending order
of px requires the least number of bits on average. The intuitit@®n of privacy as being unidentifiable
in a crowd is captured in this information-theoretic foration since the low probability entries, the
outliers, that convey the most information, are the least represeittéthis fundamental notion that is
captured in both examples.

Example 1:Consider a categorical database with> 1 attributes. In general, the*" attribute X,
takes values in a discrete s&t of cardinality M. For our exampleye assume that all attributes need
to be revealedand therefore, it suffices to view each entry (a row offalattributes) of the database as
generated from a discrete scalar soukcef cardinality M, i.e., X ~ p(z), = € {1,2,..., M}. Taking
into account the fact that sanitizing categorical data iregumapping within the same set, for this arbitrary
discrete source model, we assume that the output sample 8pacX’. Since changing a sample of the
categorical data can significantly change the utility of da¢a, we account for this via a utility function
that penalizes such changes. We thus model the utility immcts a generalized Hamming distortion
which captures this cost model (averaged over all sample¥)o$uch that the average distortidn is
given by

D:Pr{XyéX}. (13)

Focusing on the problem of revealing the entire dataklse X" (a n-sequence realization of) as
X", we define the equivocation as

%H(X”]X") > E. (14)

Thus, the utility-privacy problem is that of finding the sétadl (D, E') pairs such that for every choice
of p(Z|x) achieving a desired, the equivocation is bounded as [n(14). Applying ProposifZo(and
also Theoreml3 wittZ"™ = ()), we have that for a target distortidn, the set of achievabler, F) tuples
satisfy

R> Ry (D)= I(X;X); E < Ey (D)= H(X|X) (152)

for some distributiorp(z)p (&|z) for which E [d(X,X)] < D. Note that the rate?y (D) = H(X) —
Ey (D), and thus, minimizingRy (D) for a desiredD maximizesEy (D) . Thus, while [(I5) defines the
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set of all (R, D, E) tuples, we focus on theD, F) pairs for which maximal equivocation (privacy) is
achieved.

The problem of minimizingRy (D) for an arbitrary source with a generalized Hamming distorti
has been studied in [21] who showed thH&tD) is achieved by reverse waterfilling solution such that
(p(z) = A"

p(E) = (16)
Yex (p(@) = A7
and the ‘test channel’ (mapping frofi to X) is given by
D, z=2
p(l‘|j) = )\7 X 7é 7x S ‘XA'SUDD (17)

where D = 1 — D, X is chosen such tha}_, p(2)p(z|2) = p(z), pr = p(z=k), and i’supp =

{z :p(x) — A >0}. Let S = |Xsypg — 1. The maximal achievable equivocation, and hence, the larges

utility-privacy tradeoff region is

I'(D)=—DlogD — SAlogA— > pilogps. (18)
k¢ Xsupp

The waterlevel is the Lagrangian for the distortion constraint in minim@iR;; (D). The distribution of
entries ind’ in (I8) demonstrates that the source samples with low pilitiebrelative to the water level
are not preserved, leading to a ‘flattening’ of the outputrifistion. Thus, we see that the commonly used
heuristics of outlier suppression, aggregation, and iatpari [7], [8] on census and related databases can
be formally shown to minimize privacy leakage for the appiate model. We illustrate our results in
Fig.[4 forpx (z) = [0.25 0.25 0.15 0.1 0.04 0.005 0.003 0.002] in which the first subplot demonstrates
increased suppression of the outliers with increaghgnd the second shows the entire U-P region.
Interpretation: The probabilityp(z) is the assumed probability of occurrence of each unique Eamp
(e.g., names such as Smith, Johnson, Poor, Sankar, ethe database. For categorical data, the attribute
space for the input and output databases are assumed to barttee(e.g., names mapped to hames).
The Hamming distortion measure we have chosen quantifieavi@ge probability of a true sample of
the source being mapped to a different sample in the outgabédae (e.g., probability that a name in the
input database is mapped to a different name in the outpabeaé averaged over all names). The output
distribution in [16) implies that for a desired utility (quiified via a Hamming distortio), all the input
samples with probabilities below a certain(e.g., say ‘Sankar, a very low probability name) wilbt
be present in the output database. The water-lavisl chosen such that the input and output database

samples satisfp in (13). Thus, the probability of guessing that Sankar wakénoriginal database given
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Plot of input vs. output distributions Utility-Privacy Tradeoff Region
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Fig. 4. a) Reverse WF distributions for D=0.1,0.25,0.5; b Wradeoff region.

one only sees Smith, Johnson, and Poor is giver[ by (17) arttkisame as the probability of Sankar
in the original database, i.e., there is no reduction in ttaggy about Sankar given the published data!
Furthermore, given that the name Smith is published, thbahitity that Smith resulted from others such
as Johnson, Poor, and Sankar as well as from Smith is also biv€1l?). This shows that every sample
in the output database contains some uncertainty aboutctoalzsample with maximal uncertainty for
those suppresse@ur mapping not only mathematically minimizes the leakagthe original samples
but also does so to provide privacy to all and maximally tosthavho are viewed as outliers (relative
to the utility measure)For simplicity, we have chosen a single private attributmne, in this example.
In general, there could be several correlated attributegs (@me and last four digits of the SSN) that
will be changed together. This is captured by our joint distion. This eliminates the possibility that
the adversary uses his knowledge of the distribution towlich individual entries have been changed.
The use of Hamming distortion measure in this example ithtes another aspect of the power of our
model. Sanitization of non-numeric data attributes in ditydpreserving way is hard to do, especially
because distance metrics for non-numeric data tend to Heafign-specific. Hamming distortion is an
example of an extreme measure that penalizes every chaifgemlyg, no matter how small the change.
It may be appropriate to use this measure for applicatioasahe especially sensitive to utility loss.
Example 2:In this example we model a numerical (e.g. medical) datalmagich the attributes such

as weight and blood pressure are often assumed to be nor(@llyssian) distributed. Specifically, we
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consider aK = 2 database with a publi&¥ (= X,) and a privatey” (= X},) attribute such thak andY
are jointly Gaussian with zero means and variancgsndo?., respectively, and a correlation coefficient
pxy = E[XY]/(oxoy). We assume that onl is encoded such thaf — X — X holds. We consider
three cases: (i) no side information, (ii) side informatigh at user, and (iii)2™ at both. For the cases
with Z", we assume thaZ is i.i.d. zero mean with variance? and is jointly Gaussian wit{X,Y")
such thaty” — X — Z forms a Markov chain and has a correlation coefficieny, = F [XZ] / (cx0z).
We use the leakagg in (6) as the privacy metric.

Case (i): No side information: ThéR, D, L) region for this case can be obtained directly from
Proposition 2 in[(B) withX . = X andEy (D) replaced byL; (D) = I(Y; X). For a GaussiafX,Y')
one can easily verify that, for a desirde, both Ry (D) and Ly;(D) are minimized by a Gaussiali
[17, Chap. 10], i.e.for normally distributed databases, the privacy-maxingzievealed database is
also normally distributed Furthermore, due t&@ — X — X, the minimization ofI(X;X) is strictly
over p(z|z), and thus, simplifies to the familiar R-D problem for a Gaussiaurce that is achieved by
choosingX = X + N, where the noiseV ~ A (0,0%) is independent ofy and its variancer3; is
chosen such thab = Evar (X|X> € [0,0%] wherevar denotes variance. The resulting minimal rate

and leakage achieved (in bits per entry) are,foe [0,0%],

N 1 o2
Ry (D) = ) log (%) )

1
1-p%y) "‘P%(YD/Ug(]) .

The largest U-P tradeoff region is thus the region enclosed (D).

Li/(D) = 3 log ([(

Case (ii): For the statistically informed encoder, t#& D, L) region is given by[(11) withEs; (D)
replaced byLs; (D) = I(Y;UZ). One can show the optimality of Gaussian encoding in miningzi
both the rate and leakagelinl11, and thus, we Have X + N, whereN ~ N/ (0,012\,) is independent of
X and its variancer%, is chosen such that the distortidn = Evar (X|UZ) € [0,0%]. Computing the
minimal rate R%; (D) (the Wyner-Ziv rate [22]) and leakagdg;; (D) for a jointly Gaussian distribution
achieving a distortiorD, we obtain for allD € [0,0% (1 — pxz)],

o2 (1 — p?

Lgr(D) = Ly (D),

i.e., the minimal rate and leakage are independeni3gf and p% ,, respectively, and thusjser side

information does not degrade privacy when the minimal-rateoding is usedThe access to side
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Rate and Leakage: uninformed case Rate and Leakage with side information
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Fig. 5. Plot of Rate and Leakage vs. D for Cases (i), (i), diy (

information at the user implies that the maximal achievalidertion is at most as large as the uninformed
case. Note that unliké;, (D) which goes to zero at the maximal distortion ®f, L%, (D) > 0 for

D = o% (1—p%,) as a result of the implicit correlation betwe&hand Z. These observations are
clearly shown in Figl55 for% = 1 and different values 0%, and p% .

Case (iii): Finally, for a Gaussian source model, {fe D, L) region achievable for the informed
encoder-decoder pair is the same as that for Case (ii). hise¢ause of the no rate-loss property of
Wyner-Ziv coding for a Gaussian source, i.e., knowledgehefdide information statistics at the encoder
suffices to remove the correlation from each entry beforgispalata with the user [23]. Furthermore,
since Gaussian outputs minimize the rate as well as the deakhe minimalR} (D) = R%; (D) and
L3 (D) = L%, (D) (see Fig[h.

Interpretation The RDL and U-P tradeoffs for the Gaussian models considbeze reveal that the
privacy-maximal code requires that the reconstructedudaiais also Gaussian distributed. This in turnis a
direct result of the following fact: a Gaussian distribatisas the maximal (conditional and unconditional)
entropy (uncertainty) for a fixed variance [17, Chap 8, TH.H. (and hence, a fixed mean-squared
distortion between the input and output databases). Those wishes to preserve the most uncertainty
about the original input database from the output, the dutpust also be Gaussian distributed, i.e., it
suffices to add Gaussian noise, since the sum of two Gaudsian&aussian. The power of our model

and the results are that not only can one find the privacyr@dtnoise perturbation for the Gaussian
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case but that practical applications such as medical aoaltat assume Gaussian-distributed data can
still work on sanitized data, albeit with modified parametealues.

In [18], it was noted that Gaussian noise is often the easte8ilter and this observation may seem
to be in conflict with our result — if the added noise can berfitieout, the privacy protection afforded
by the added noise can be reduced by the adversary. Howekat, [®8] actually shows is that when
the spectra of the noise and the data differ significantlyribise can be filtered, thereby jeopardizing
privacy measures. For the i.i.d. source model (i.e., a soutith no memory) considered here, the i.i.d.
Gaussian noise that is added to guarantee privacy has trefgtrpower spectral density as the source,
and thus, the perturbed data cannot be distinguished frenadlded noise. In fact, the quantization that
underlies the information-theoretic sanitization medsandeveloped here is an irreversible process and
one cannot obtain the original data except for= 0 (i.e., the case of no sanitization). As a point of
comparison, we note that in a separate work on privacy ofstieg data (non-i.i.d time-series data
modeled as a colored Gaussian process, i.e. data that hatahspectrum), we have shown that the
privacy-optimal noise perturbation requires the spectairthe added noise to be non-flat to match that
of the non-i.i.d. data [2].

Our example also reveals how finding the optimal santizatiwthanism, i.e., the optimal mapping
from the original public to the revealed attributes depédpaith on the statistical model. In fact, it is for
this reason that adding Gaussian noise for any numericabdaé will not, in general, be optimal unless

the database statistics can be approximated by a Gaussisibution.

VIlI. CONCLUDING REMARKS

The ability to achieve the desired level of privacy while gurdeeing a minimal level of utility and
vice-versa for a general data source is paramount. Our wefikebs privacy and utility as fundamental
characteristics of data sources that may be in conflict andbeatraded off. This is one of the earliest
attempts at systematically applying information thearétchniques to this problem. Using rate-distortion
theory, we have developed a U-P tradeoff region for i.i.dadaurces with known distribution.

We have presented a theoretical treatment of a univergaln@t dependent on specific data features
or adversarial assumptions) theory for privacy and utilitat addresses both numeric and categorical
(non-numeric) data. We have proposed a novel notion of gyilmsed on guarding existing uncertainty
about hidden data that is intuitive but also supported bgrdgs theory. Prior to our work there was no
comparable model that applied to both data types, so nobsidede comparisons can be made across the

board between different approaches. The examples devklape are the first step towards understanding
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practical approaches with precise guarantees. The ngxtvatald be to pick specific sample domains
(e.g., medical data, census data), devise the approptiatistisal distributions and U-P metrics, set
desirable levels of privacy and utility parameters, andhthealyze on test data. These topics for future
research however require the theoretical framework pregdere as a crucial first step.

Several challenges remain in quantifying utility-privacadeoffs for more general sources. For example,
our model needs to be generalized for non-i.i.d. data ssusmurces with unknown distributions, and
sources lacking strong structural properties (such as Walckes). Results from rate-distortion theory
for sources-with-memory and universal lossy compressiay help address these challenges. Farther
afield, our privacy guarantee is an average metric based anr®h entropy which may be inadequate
for some applications where strong anonymity guarantezsegyuired for every individual in a database
(such as an HIV database). Finally, we have recently exteriois framework to privacy applications

with time-series sources [2] and organizational data dsale [24].

APPENDIX
A. Proofs of Theorenis 2 and 3
1) Statistically Informed Case: Proof of Theoréin 2: Coneel#'e now formally develop lower and
upper bounds on the rate and equivocation, respectivalidfachievable for the statistically informed en-

coder case. We show that givefra 2"("+<) D+e, E—¢) code there exists@(zic , zx, , 2)p (u|zi,, Tx, )

such that the rate and equivocation of the system are boussléollows:

1 1 1
> = > = > Z(J; X2 2"
Rte>~logM > —H(J) = I (J; X} 2")
1
= ;{H(X/@Zn) — H(XR|JZ™)} (19)
1 n
= —> H(Xk.lZ) (20)
=1
Lz i— i—1rn
LS (2 07 2
1 1
> EZH(XIC,Z‘Zi) - EZH(XIC,Z"ZZ'UZ') (21)
i=1 i=1
1 n
== Rs1 (D) (22)
ni=1
> Rsr (D) (23)
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WhereX(Zj1 = [X()1 X()2 --- X(yi-1], @ = 1, (20) follows from the assumption of an i.i.d. source,
(27) from the fact that conditioning does not increase gtrand by setting/; = (JZ~'Z”. ) such
thatU; — X — Z; forms a Markov chain for all, andX,cmi =g (J,Z™) = f; (U;, Z;) for someg; and
fi,» @2) from definition [(11a) for

D; =E|d(Xxi Xics) |- andBsr = HV|UZ),

and [23) from the convexity of the functioRs; (D) defined in [(11k) (see [17, Chap. 10], [22]).

For the samén, 2"/"+<) D, E —¢) code considered, we can upper bound the achievable eqtimoca

as
1 n n
E-e<—H (Xp.|JZ™)
1z i i—1
= L H (Xl XG 2 (1771 254))
1 n
< EZH(XICh,,i!ZiUz’) (24)
=1
1 n
=—> Esr (D) (25)
n;=1
< Esr (D) (26)

where [25) follows from[(11b) and_(26) follows from the cowitp of the equivocation (logarithm)
function Eg;.

Remark 8:1f the private variables\y are not directly used in encoding, i.&g — X —U" form
a Markov chain, then from the i.i.d. assumption of the sownd the resulting encoding, the Markov
chain Xy, ; — Xx.; — U; holds for alli = 1,2,... ,n.

Achievability We briefly summarize the quantize-and-bin coding scheméhi® statistically informed

encoder case. Consider an input distributign, xx, 2):

p(u,zk, 2) = p(u, z)p(2|7K),

i.e., U — Xx — Z forms a Markov chain. Fixp (u|zx). First generatel = 2n((UiXx)+e) grm (y)
databasesy = 1,2,..., M, i.i.d. according top (u). Let W denote the random variable for the index

w. Next, for ease of notation, denote the following:

§ = g (Xxil) R — gnl(XxiUI2)  — gnl(UsZ)

The encoder bins the™(w) sequences intd& bins as follows:
J(u"(w)) = k,if we [(k—1)T + 1,kT].
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Upon observing a source sequenge the encoder searches fot& (w) sequence such thaty, u™ (w)) €
Tx,.u (n,€) (the choice ofM ensures that there exists at least one sughThe encoder send$ (w)
whereJ (w) is the bin index ofu™ (w) sequence sent at a rate= I(Xi;U|Z) + .

This encoding scheme implies the decodabilitylof sequence as follows: upon receiving the bin
index J(u™(w)) = j, the uncertainty at the decoder abafl{w) is reduced. In particular, having the bin
index 7, it knows that there are onlg*/(V;?) possibleu” sequences that could have resulted in the bin
index j. It then uses joint typical decoding usig® to decode the correat” sequence (the probability
of decoding error goes to zero as— oo by standard arguments as in the channel coding theorensg. Thi
implies that using Fano’s inequality, the decoder havingeas to(J, Z™) can correctlylV, and hence,

decodeU™ (W), with high probability, i.e.,
LH(W|, 2" = CHUN W), 27 < 6(n), @7)

whered(n) — 0 asn — oo.

2) Proof of Equivocation:For the quantize-and-bin scheme presented above, we il shat

1
lim —H(XE |J,Z2") > H(Xk,|U, Z) — ¢,

n—oo n

which is equivalent to showing that

1
lim —I(XE ;J, Z") < [(Xk,; U, Z) + €.

n—oo n
Our proof is based on the fact that for the chosen quantidebam coding scheme, at the decoder
given the bin index and side information, the uncertaintyhef quantized sequenc&¥ approaches zero
for largen as shown in[(27).

Consider the termi (X ;J,U", Z") which can be written as

I(XR L, Z") + I(Xg, ; U™|J, 2" (28a)
= I(XR;J,2") (28b)
= I(XR,;U", 2™ + [(XR ; J|U™, Z") (28c)
< I(XR,;U™ 2% (28d)
=nH(Xx,) — H (X, U™, Z") (28e)
<n(I(Xk,;U,Z) + 6 (n)) (28f)
<n(I(Xk,;U,Z) +¢) (289)
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where [[28b) follows from[{27)[(28c¢) follows frorh (27) ancetfact that the mutual information is strictly
non-negative [(28d) follows from the fact that there is neantainty in bin indexJ (W) givenU™ (W),
(28é) follows from the i.i.d. assumption on the source adé giformation statistics|_(288f) is provedlin B
below such thab (n) — 0 asn — oo, and finally [28p) follows from choosing> ¢ (n) that determines
the sizeM = 2"(+¢) of the codebook arbitrarily small as— co.

3) Informed Encoder Case: Proof of Theorem 3: Convevge now formally develop lower and upper
bounds on the rate and equivocation, respectively, thathgaable for the informed encoder case. The
converse for the rate mirrors standard converse and weycthe steps briefly. We show that given a

(n,2"F+9) D 4 ¢ E — €) code there exists a(zk, ,zx, , 2)p (@x,

xK,,TK,, %) such that the rate and

equivocation of the system are bounded as follows:

—_

1

1
R+ez —H(J) 2 —I(J;Xg, Z") = ~1(XR; J|Z2")

> S mxez) - Lsm (X WAD ¢ )

~nZ= K| 4 n= Kyi K.
liH(X | Z;) — liH(X \ZX )

= n= K,il41 ns= K| 4 C, i
1 n

== Rs1 (D) (29)
n;=

> Rsy (D) (30)

where [(30) follows from the convexity of the functid®; (D) defined in [(11la) [17, Chap. 10] for
D, =F [d (X,C,i, X,C)] _and (31a)
Eri = H(Yi|Xk,)- (31b)

For the samén, 2"(fit9) D E — ¢) code considered, we can upper bound the achievable eqgtiMoca

as
E—ec< S (xp|I2")

<= .
1 & i—1lmon 7vn

= Y H (X, 41X 257 ) (32)
ni=1 ' )
10 .

< uH (X112, ;) (33)
1 n

=2 Er(Di) (34)
=1

< Er (D) (35)
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where [32) follows from the fact that the reconstructed UamX,’%r is a function of theJ and Z",
(34) follows from the fact that conditioning does not incgeantropy,[(34) follows froni_(31b), and (26)
follows from the concavity of the equivocation (logarithfonction E;.

Remark 9:1f the hidden variables( are not directly used in encoding, i.&(g — Xz — X2 form
a Markov chain, then from the i.i.d. assumption of the sownd the resulting encoding, the Markov
chain X, ; — Xx, s — Xx,; holds for alli =1,2,...,n.

Achievability We briefly summarize the quantize-and-bin coding schemehe informed encoder
case. The encoding mirrors that for the statistically infed case and in the interest of space only the
differences are highlighted below. The primary differercéhat the database encoder now encodes both

(Xx, Z) such that the input distributiop(xx, ., , 2) is

p(zic, K., 2) = p(z, z)p(Zk, |2k, 2)-

i.e., Xx. is afunction of bothXx andZ. This distribution is now used to generaite = on(I(X, i Xk Z)+e)
X7 (w) sequences as before which are first quantized and then batadateRr = 21/(X<iXx,|2),
Decoding follows analogously to the previous case, i.ee, dacoder useg€™ and the bin index/ to
decode the correcty. sequence (the probability of decoding error goes to zeroe asocc by standard
arguments as in the channel coding theorem). This implias wlsing Fano’s inequality, the decoder

having access t0.J, Z") can correctly decod®’, and henceX,Tér (W), with high probability, i.e.,

1 1 N
SH(W|J,Z") = ~H(XE (W)|], 2") < e(n), (36)
wheree(n) — 0 asn — oo.

Proof of equivocationfor the quantize-and-bin scheme presented above, we nedgutothat

1 A
lim —H(XE |J,2") > H(Xk,|Xx,, Z) — €.

n—oo N
Our proof is based on the fact that for the chosen quantidebémcoding scheme, at the decoder given
the bin indexJ and side informatiornz™, the uncertainty of the quantized sequen&@ approaches
zero for largen as shown in[(36). The proof is the same [@s (28) with= X, along with [36) and is

omitted for brevity.

B. Proof of [28f)

Here, we prove the following inequality:

H(X, [U", 2") < n(H (X,

U,Z) + e(n)).
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For ease of exposition, l&t™ = Xg such thatd (X (U™, Z") = H(Y"|U",Z") can be expanded
and bounded as
—Z (w,z)HY"|U" =u, 2" = z)
(u,z)
= Z p(w,z2)HY"|U" =u,Z" = z)
(w,2)eTvz

+ > p H(Y™U" =u,Z" = 2)
(0,2)¢Tvz

< Z p(u,z)HY"|U" =u,Z" = z)

(u,2)€Tuz

+ Z p(u,z)nH(Y)

(0,2)¢Tu 2

< Z p(u,z)(Y"|U" =u, 2" = z)

(u,z)€Tuz

+nH(Y)d(n)

= Y p(uz) —Zp(ylu,z)log(p(YIu,Z))]

(u,z)E’TUZ L y

+nH(Y)d(n)

= > pwz)|— Y plyluz)logp(ylu,z))

(w,2)eTuz L y€Tv|u=
— Y plylu,z)log(p(ylu,z)) | +nH(Y)d(n)
yiTY\u,z
< > puz) > p(ylu,Z)log(p(YIuvz))]
(u,2)€Tuz YE€Tv |u,z

+nH(X)d(n) + e(n)
< n(H(Y|U,Z) + 2¢(n) + HY)5(n))
= n(H(Y|U, Z) + ¢(n)),

where((n) — 0 asn — oo.
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