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Abstract—Recent information theoretic results on a class of
broadcast channels with layered decoding and/or layered seecy
are reviewed. In this class of models, a transmitter sends ntiiple
messages to a set of legitimate receivers in the presence ofet of
eavesdroppers, whose channels can be ordered based on theagu
ity of received signals. Receivers with better channel quay are
required to decode more messages, and eavesdroppers withrae
channel quality are required to be ignorant of more messages
The design of achievable schemes and the characterizatioffi the
secrecy capacity regions are presented. Comparison of thesigns
for different models is discussed. Applications of the infamation
theoretic models to studying secure communication over fadg
wiretap channels and the problems of secret sharing are also
presented to illustrate potential applications of these mdels.

Index Terms—Broadcast channel, fading wiretap channel,
layered decoding, layered secrecy, secrecy capacity regjcsecret
sharing.

I. INTRODUCTION

device to directly communicate with a large set of devices in
a unicast fashion. Furthermore, public-key based enagps

also not applicable in many cases, as mobile devices may not
be equipped with sufficiently high computational resoufoes
implementing public-key algorithms.

In the seminal work by Wyner [1], a physical layer approach
to secrecy was proposed, which exploits randomness irs-stati
tical communication channels as resources to achieve esecur
communications. Without inherently employing secret keys
such a new security approach, if applied to wireless netsyork
can significantly reduce requirements on the infrastrectur
and improve communication flexibility and dynamics. It is
therefore instructive to take a more careful look at Wyner’s
approach and its implications, which we do in the following
subsection.

A. Basic Wiretap Channel

N wireless networks, communication signals are transmit-

ted via the open medium of the free space, and hence
can be easily eavesdropped upon by any receiver within
transmission ranges. This broadcast nature of radio clenne
is one of the major challenges to the design of secure wieles
communications. Some commonly used security approaches
employed in current wireless systems may encounter poten-
tial problems as wireless networks incorporate more com-
munication patterns and flexible structures. For example, a
popular approach to secure wireless communications is to
pre-deploy a secret certificate into mobile devices, based Qg. 1. Wyners wiretap model
which devices can establish keys. However, for device-to-
device (D2D) communications recently proposed for LTE In Wyner's model (see Fig. 1), a transmitter wishes to
networks, such an approach cannot adapt easily for a molii@nsmit information to a legitimate receiver and to keep th
information secure from an eavesdroppéfhe basic idea of
Wyner's scheme is the so-callatbchastic codingr random
binning (see Fig. 2). Letv denote the index of the transmitted
message withw € {1,2,---,2"} where R denotes the
transmission rate. For each, a bin of codewords:”(w, 1)
is constructed, wheredenotes the index of codewords within
each bin. The codewords for all bins are combined together
as a codebook. In order to transmit a messagéhe channel
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input is randomly and uniformly chosen from bin In order
to guarantee secure communication, the codebook should be
constructed to satisfy the condition that the legitimateieer
(based on its received channel output) can always determine

1The red cross symbol on the message in Fig. 1 representhéhatessage
should be kept secure from the corresponding receiver. itaso applicable
to all other figures in the paper.



which bin the input codeword is from even with channel Legitimate receiver
corruption, and can hence determine which messageas ._’W W
transmitted. However, the eavesdropper can only identifgta Transmitter ov¥1
of codewords (uniformly distributed over all bins) that nizg

transmitted based on its received channel output, and isleina WoW;—X

to tell which bin the transmitted codeword is likely from.

Hence, the eavesdropper does not learn any informationtabou Z WA,
the bin number (i.e., the message) It can be shown that
there exist such a codebook satisfying the above conditfons
the transmission rat® satisfies Fig. 3. Csisar-Korner's broadcast model

R<n}1)ax[I(X;Y)—I(X;Z)], (1)

Eavesdropper

) ) ~whereU represents the codeword of binning, and the prefix
where I(.,-) denotes the mutual information between itghannel isPy,,. This result can be specialized from Cisz
arguments._ It can be further s_hown thgt if the channel j§,q korner's study in [2] of a more general model (see Fig. 3),
degraded, i.e., the Markov chain conditioh — Y — Z iy which the transmitter also wants to send a common message
holds (which implies that the legitimate channel has bettgf poth the legitimate receiver and the eavesdropper irtiaddi
quality than the eavesdropping channel), then the aboee 1] the confidential message intended for the legitimateivece

is the largest for which secure communication is guaranteggq required to be kept secure from the eavesdropper.
which is referred to as thsecrecy capacity

B. Overview of Broadcast Networks with Secrecy

o Ty Sl Bl o P I=1,- 2" &R " _ - .

| | | | XD Following the initial studies in [1] and [2], broadcast chan

=2 :v' 1' —— 2ecs ';; - nels with various decoding and secrecy constraints have bee
= = w=

studied intensively. Due to the upsurge of interest in thjBd,
Fig. 2. An illustration of random binning it is not possible to address all studies in this article.He t
following, we provide an overview of studies that are highly
It can be observed that the secrecy capacity is in enerrelevant to the topic that this article focuses on here, and
y capacity 9 Qer readers to recent surveys, e.g., [3] and [4], for more

) T
o D e e apiimprehensie references
Y P Plying Wyner’s wiretap model was further studied when the le-

communication rate is sacrificed in order to achieve Secuéﬁimate and eavesdropping channels take specific forms. As

E?nmnirgunlcstl;)nn. :Q f|erl1((::ité thiiﬁirlsthnot:inth\?vh?ahs?. I:ifv:%?er ome key examples, the Gaussian wiretap channel was studied
g scheme, the w € (whichis uniformly in [5]; the multiple-input multiple-output (MIMO) wiretap

distributed) was used only for introducing the randomness hannel with the transmitter, the legitimate receiver,/and

confuse th? ea,vesdropper. This index can also be_ used jo Caie eavesdropper equipped with multiple antennas wasestudi
the transmitter’s messagealthough such information cannot.

in [6]-[11]; and the compound wiretap channel, in which

be made_ secure from the (_eavesdropper. In this way, the t%aére are multiple legitimate receivers and single/mldtip
communication rate can still be equal to the capacity of the

: S eavesdroppers, was studied in [12]-[16].
channel, and furthermore, part of the transmitted inforomat Csisérpa?nd Korer's broadca.[:t rLo[dea was further studied
is made secure from the eavesdropper. From such a persp

tive, secrecy is provided as an additional benefit rathen th 6F the Gaussian fading channel in [17], and for the MIMO

g o : annel in [18]. This model was generalized in [19] to two
sacrificing the communication rate. Of course, the benet’atsdoCo pound scenarios, in which the legitimate receiver, (ies
not come for free, because the codebook should be desiggg ' : . N

) - ' er 1) and the eavesdropper (i.e., receiver 2) are ré
with the binning structure. We refer to a scheme that uses 0%%{ ) pper ( ) BpiyC

¢ of ¢ tect th ¢ of th aced by two receivers with the same decoding and secrecy
part of a message to protect another part ol the MESSagE 4 irements. Furthermore, Csdszand Korner's model was
the embedded codingf messages.

. .also generalized in [20] to the compound scenario, in which
Wyner’s result can be further extended to the case in Wh?g 9 [20] P
e

" : h receiver is replaced by multiple users.
the legitimate and gavesdropplng qhannels are not degra . (is further generalizations of the Wyner and Céiskorner
For SUCh. a case, In orde_r fo achieve th? secrecy Capacljw%dels, a class of broadcast channels with an additionakeav
random b|r_m|ng s first app_hed as for_Wyners model. Then th ropper (see Fig. 4) were intensively studied. In the model
codeword is sent over a virtual prefix channel (chosen by t nsidered in [21] and [22], a transmitter has two indepande
system designer), and then sent over the actual channel. ’

. . . . ssages intended for two legitimate receivers, resmgbgtiv
preﬂ?( channel is useful to provide a_dva_mta_ge to the Iegtﬂmadnd wishes to keep the two messages confidential from an
receiver. Hence, the secrecy capacity is given by

(additional) eavesdropper. Such a model was further duidie
C=max[[(U;Y) — I(U; Z)], (2) [23], whenthe channelis corrupted by additive Gaussiasenoi
Pux The multiple antenna version of the above model was studied
2Throughout the paper, we assume that all messages are mlyifalis- n [24] and . [25]'_ Furthermore, the multl—antenna qhannel
tributed over their corresponding alphabet sets. was generalized in [26] to the compound scenario with each



receiver and the eavesdropper being replaced by a groupaefthedegraded broadcast channels with layered decoding
co-located users. The model (in Fig. 4) was also generalizadd/or layered secrecyA common feature that these chan-
and studied in [27] for the case with an arbitrary number afels share is that the channels of legitimate receivers and
legitimate receivers (and hence with an arbitrary number eévesdroppers can be ordered based on the quality of their
independent messages respectively for each receiverthandreceived signals. Hence, it is natural to require that wersi

fading channel of such a model was studied in [15]. with better channel quality decode more messages, and-eaves
droppers with worse channel quality are kept ignorant of
Legitimate receiver 1 more messages. Here, we focus on degraded channels for two
@-w, reasons: (1) degraded channels often arise naturally atipah
Transmitter {egitimate receiver 2 applications such as in the context of Gaussian fading alann
W, Wo— X ® -w, that model wireless communication channels; and (2) the
1vv2 .
performance for degraded channels can often be charaleriz
7 —WONS in simpler forms that can facilitate the illustration of tex
Eavesdropper ideas. However, all achievable schemes designed for degrad
channels are applicable to non-degraded channels exapt th
Fig. 4. A two-user broadcast channel with an additional sdrapper. the optimality of the schemes are not easy to prove (due to

difficulty in developing outer bounds that match achievable
Apart from the above class of broadcast channels, anotlp Lio nsg ping

class of models consisting of receivers that are expected . . .
9 P uch models often arise in practice. For example, consider

gt)stoogéy kr:;te'i\;']grear;[]?'gf'r:::{;i“g?h;rromfg:;;i)n:rgg\t/ﬂ; :I Sgc}e fading wiretap channel, in which the legitimate and save
been studied. In the model studied in [28] (see Figure 5)’Efopp|ng channels are corrupted by multiplicative random

) . . . ding gains. It is typical that the transmitter does notwno
transmitter has two independent messages with each irden €, fading gains of tr?ese channels. In this case. it is dgsira
for one receiver and required to be kept secure from the otQEr ) '

receiver. The MIMO version of such a model was studied in at the transmitter can convey as much information as the
: Eegitimate channel supports and keep as much information

Eggt]r:(gscl:}';\.szuirrtlhs\:r:rilgr:etlhzu?rgr?srrm?eil hW;SS gﬁgerﬂ'rzeei(;?nﬁs%cret as the eavesdropping channel allows. In order for the
Rﬁ]nsmission to adapt to the channel quality without knawin

mei.sigear:gnggth Tfﬁgeé\genzs’oazg li;zel:sr'gr?)f fﬁg'pfsgeﬁbe channel, a broadcast approach is very appealing. The ide
ulliple ¢ S 1N pound s ! P 29 view the legitimate and eavesdropping channels anbavi
model with each receiver being replaced by a group of ¢

located users was studied in [32]. %ultlple states (i.e., corresponding to the values thainfad

The focus of this article is on a class of broadcast channg@mS can take), and then design a Iaygred trans_r_mssmmsche
. . . 0 that more layers can be decoded if the legitimate channel
with layered decoding and/or layered secrecy, which can

. . . o &s better quality, and more layers can be made secure if
viewed as multi-user (and multi-message) generalizatains .

. . o .~ the eavesdropper channel has lower quality. Thus, such an

the Csisar-Korner model. More specifically, layered decodln%

. : : proach naturally yields a degraded broadcast channkel wit
refers to the case in which, as channel quality gets one le . .
. . ayered decoding and secrecy requirements.
better, one more message is required to be decoded, a ) . . .
nother example is the secret sharing problem, in which

layered secrecy refers to the case in which, as channekyguali . .
. . ecrets are delivered via a broadcast network from a dealer t
gets one level worse, one more message is required to _be

secured. These models are introduced in detail in the né pumber of participants. The requirements generally feclu

. . a%t some groups of users should be able to determine certain
section. In this paper, we focus on the degraded broadcas . .
secrets by sharing their channel outputs, and some groups of

channel, in which the receivers can be ordered by their adlann hould be kept i f . I
uality users should be kept ignorant of certain secrets even if they
q ' share their outputs. It is of interest to determine at whtgsra
C. The Aim of this Article the secrets can be delivered. Such a problem can be_naturally
_ ) viewed as the broadcast channel with secrecy requirements,
Among broadcast models studied so far, a special classj@iyhich groups that are required to determine secrets shoul
channels have attracted intensive attention, which we tefe e viewed as legitimate receivers and groups that are ejuir
to be ignorant of secrets should be viewed as eavesdroppers.

Layers appear when multiple groups are required to det&rmin

Receiver 1 . -
. W and/or be ignorant of different sets of secrets.
Transmitter 1 In this article, we focus on such a class of broadcast
models with layered decoding and secrecy, aiming at progidi
WiW,—X insights into understanding the fundamental limits on secu
Receiver 2 communication rates for these models and inspiring further
.—’sz applications. We also hope that this article can help totifien

new and interesting models in this class, and can motivate ne
Fig. 5. A two-user broadcast channel with receivers alsatéck as eaves- applications of information theoretic results developedthis
droppers class of models. For such a purpose, we provide an overview



of the state-of-the-art information theoretic studieshid tlass Legitimate receiver 1
of models as well as presenting our new results on an extended @ -w,
model. More specifically, we present the design of achievabl Transmitter Legitimate receiver 2
schemes for the models in this class, comparison of designs w;---W, —¥X ®-w,w,
for different models, and the performance of the designed : :
schemes (i.e., the secrecy capacity region). We also thescri
applications of these information theoretic results talging @& W W W Wy

the fgdin_g wiretap channel a_lnd solving the problem of sec_ret 7 MWW WS -
sharing in the context of wireless networks as we describe Eavesdropper

above. These applications demonstrate the broad contexts i _ _

which this class of information theoretic models can be uisef 719 & The broadcast channel with layered decoding andayeted secrecy

itimate receiver K

Il. INFORMATION THEORETICMODELS A. Layered Decoding and Non-layered Secrecy

In thi tion. we provid review of recent informai In this subsection, we present the model for the degraded
S Section, we provide a review of rece Ormation, adcast channel with layered decoding and non-layered

theoretic results on a class of degraded broadcast mo eé%recy [27] (see Fig. 6). In this model, a transmitter seiids
with layered decoding and/or layered secrecy. In fact,ethel%essagew1 Wi to K receivers ir’] the presence of an

mo_dels can be _unlfled under a more general framework, é%vesdropper over a degraded broadcast channel. The thanne
which a transmitter sends a number of messages to a ?ﬁ}:\lity is assumed to gradually degrade from receieto

of receivers over a broadcast. channell, and the receVglceiver 1, and each legitimate receiver has a better channe
channel q.uallty can be ordere@_ In a certain way. Each reCefan the eavesdropper. The system is required to satisfy the
can possibly serve as a legitimate user expecting a cert%we ed decoding requirement, i.e., receiveis required to
subset of messages, and/or as an eavesdropper that shg% de the firsk messager,’...,'Wk, and to satisfy the

be kept ignorant of a certain subset of messages. For ed recy requirement, i.e., the eavesdropper needs to lie kep

special model we present next, we include both a hlgh-le\@ orant of all messaged’ . ... Wi.

introduction of the model and the design of communicatio More technically, the broadcast channel is characterized

schemes, and a more technical description for readers V\thhe probability transition functioPyy,...y,. |x, in which

are interested !n greate_r technical d_epth. . . X € X is the channel inputy;, € ) is the channel output
In the following, we list a few major techniques exploiteqy¢ \oceiverk for k& — 1..... K. and Z c Z is the channel

to design the achievable schemes, which accommodate fg, ¢ of the eavesdropper. The channel satisfies the fioitpw
requirements of layered decoding and layered secrecytlyoifya oy chain condition (i.e., the degradedness condition)
using these techniques has been shown to yield optimal

designs for various models of interest. X—=>Yxk =>Ygk 1—...2Ye =Y = Z, (3

1.Superposition codingfintroduced in Section II-A) Mes- \;here the notationX — YV — Z means that¥ and Z are
sages are encoded into a set of layers, which are superpqﬁggpendem givern .

on one another. This scheme is useful when there are requireg,ch 4 model captures practical scenarios, in which legiti-
ments of layered decoding, so that receivers have flexiidit e receivers are close to the sender and the eavesdroppers
decode various layers of messages. are far away. For example, consider the following location-
2.Random binning{introduced in Section 1) Within each hased applications. A company wishes to share confidential
(superposition) layer, codewords are divided into a nunaber fjjeg among their employees within an office building, and
bins. The messages are indexed by the bin number, and {jignes to keep these files secure from anybody outside of
index within the bin serves as a random source to protect tfpg building. Another example is that a coffee shop wishes to

messages. provide streaming movie services to its customers insiée th
3.Embedded coding{introduced in Section 1) When ashop but not to people outside.

codeword is encoded with multiple message indices, or mul-The special case withik = 2 of the above model was
tiple messages are encoded into different layers, lowerla studied in [24, model 1], and the secrecy capacity region was
messages can serve as a random source to protect higbg&racterized. This two-receiver model was further geizech
layer messages. Such a scheme is useful when there tgrg compound model in [26], in which each legitimate receive
requirements of layered secrecy. and the eavesdropper were replaced respectively by a group

4 Rate sharing:(introduced in Section 1I-D) The rate of of legitimate receivers and eavesdroppers, and the secrecy
a message, which satisfies the same decoding and seceegyacity region was characterized. The general model with
requirements with other messages can be shared with thgseeceivers was studied in [27], following which we present
messages to enlarge the achievable region. the results of this model.

Throughout this section, we introduce how the above The idea of the achievable scheme exploits the joint design
schemes are exploited to design the achievable scheme®firsuperposition coding, random binning and rate sharing.
each specific model as well as comparing the use of thddere specifically, since multiple messages need to be semt ov
schemes in different models. one input, layers of codewords are designed snplerposed
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Fig. 7. An illustration of joint design of superposition ahghning
on one another (see Fig. 7). The lowest layer of codewordsln the above theorenid/y, ..., Uk represent codeword in-
carries only messagé’;, and each upper layer of codewordg$ormation in layersl, ..., K —1, respectively, and the channel

carries one more message than its next lower layer. Sinceiaflut X represents codeword information in the highest layer

messages are required to be secured from the eavesdropfer,

each layer employs aandom binningscheme, i.e., each

message in a layer corresponds to a bin of codewords indexgdNon-layered Decoding and Layered Secrecy

by [. If a message is selected to be transmitted, then one

codeword inside the corresponding bin is randomly unifgrml

selected to be transmitted. An interesting point is that for

each layer, say layek, the indexi; inside the bin serves

as a random source to protect not only mességein this

layer but also all higher layer messad&s, 1, . .., Wx, which Wy Wy =X

reflects a more efficient design. At the receiver side, receiv

1 (with the worst channel quality) decodes only the lowest : :

layer, i.e., Wy, and then receiver 2 first decod&g, based Zy WSS W

over layer 1, and then decod&g, over the part of layer 2 Eavesdropper 1

corresponding to the correlt;. This procedure can continue

in the same successive fashion until recei¥&r which has

the best channel quality, decodes all messages succgssivel

Moreover, since each receiver decodes messages intended f& this subsection, we present the model of the degraded

receivers with worse channel quality, the rates of recsivdproadcast channel with non-layered decoding and layered

with worse channel quality can tsharedto increase the rates secrecy (see Fig. 8). In this model, a transmitter sehds

of the receivers with better channel quality, which is reldc messages$l’y, ..., Wik to one legitimate receiver in the pres-

in the sum rate bounds in Theorem 1. ence of K eavesdroppers. It is assumed that the legitimate
More technically, in [27], it is shown that the above achiev€ceiver has the best channel quality, and the channeltguali

able scheme is optimal, i.e., achieves the secrecy capa@fgdually degrades from eavesdroppérto eavesdropper 1.
region characterized in the following theorem. The legitimate receiver is required to decode all messages

Wy, ...,Wkg, and the eavesdroppers are required to satisfy

Theorem 1. [27, Theorem 1] The secrecy capacity regiofthe layered secrecy requirements, i.e., the eavesdropper
of the degraded broadcast channel with layered decodimgeds to be kept ignorant of the messaljés ..., Wi, for
and non-layered secrecy contains rate tuplés,...,Rx) k = 1,...,K. In this case, an eavesdropper with worse
satisfying the following inequalities: channel quality is required to be ignorant of more messages
than those eavesdroppers with better channel quality.

More technically, the broadcast channel is characterized b
the probability transition functionPz, . z. y|x, in which
X € X is the channel inputy” € Y is the channel output
at the legitimate receiver, antl, € Z;, is the channel output
at eavesdroppek for 1 < k < K. The channel satisfies
the following Markov chain condition (i.e., the degradesime
condition):

Uy—-Us— ... > Ug_1 — X. (5) X—=>Y —>Zk—...— Zy— 7. (6)

Legitimate receiver

® W, W,oWse Wy
ZK — M

Eavesdropper K

Zoor W

Eavesdropper K-1

Transmitter

Fig. 8. Broadcast channel with layered secrecy.

1
Ri+...4+ R <Y Uk YelUk1) = I(Uis Z),  (4)
k=1
fori=1,... K,

wherelUy = @, Ux = X, for some distributioPy, v, v, , x
satisfying the following Markov chain condition:



Such a model captures scenarios in which the eavesdr@p-Layered Decoding and Layered Secrecy
pers’ access of information can be ranked, and it is the Byste | this subsection, we present the model of the degraded
designer’s choice to determine how to protect the transuhittyy o5dcast channel with layered decoding and layered secrec
information in the best way. Then, it is reasonable to indeynstraints [36] (see Fig. 9). In this model, a transmitter
the information based on the security levels of these messagags i messagesdV,, Ws, ..., Wx to K receivers over a
The top secret information should be given the highest indgXgraded broadcast channel. It is assumed that the channel
so that it is kept secure from the eavesdr_o_pper even with t&’ﬁality gradually degrades from receivé to receiver 1.
best channel access, and messages requiring only low 5ecUtieceiverk” with the best channel quality is required to decode
levels can be given IOV\_/er indices and can be kept secure og|y messages, and as the channel quality gets worse, each
from eavesdroppers with worse channel access. receiver is required to decode fewer messages, i.e., Brceiv

For this model, superposition coding is unnecessary becausis required to decode the firstmessage$l;, W, ..., W.
the decoding is only at one legitimate receiver, and is naedoUnlike the previous two models, here each receiver plays two
in a layered fashion. In order to achieve the layered secraeyes: as a legitimate receiver and as an eavesdropper.eAs th
requirementembedded codinfB3] jointly with random bin- channel quality gets worse, each receiver is required taepe k
ning are employed. Such an approach can be intuitively undgjnorant of more messages, i.e., receikeis required to be
stood as that no matter what channel quality an eavesdropgegpt ignorant of messagé¥y 1,..., Wg, fork=1,..., K.
has, sufficient rate of the embedded messages is usedThas, both decoding and secrecy constraints have a layered
exhaust the decoding capability of the eavesdropper [3H sustructure.
that the remaining embedded messages are kept confidentiafiore technically, the channel can be characterized by the
from the eavesdropper. More specifically, each codeword ggobability transition functionPy, ..y, x, in which X € X
indexed by both a random index and message indices j@she channel input and;, € ) is the channel output of
x"(I,W1,...,Wk). The random indexX protects messagesreceiverk for k = 1,..., K. The channel outputs;, - - - , Yx
in the same fashion as we describe for Wyner's model. Eaghtisfy the following Markov chain condition (degradedses
message, sayVi, plays two roles: carrying messad&., condition):
and protecting higher indexed messa@€s; 1, ..., Wx from
being learned by eavesdroppers with better channel qu@lity X =Yk 2 Yrka—=... 2V =Y (")

the other hand, the random ind&and all message indices gych a model captures practical scenarios in which users
Wi,..., Wi serve as random sources to protect messag®, ranked to receive files with different security leveler F
Wi. Such an approach is more efficient than creating 0@gample, a WiFi network in a company consists of a number
set of random indices for prote_c_tmg each message. Morgoygr legitimate users. Users with certain ranks are allowed to
due to the degradedness condition, the messages secured f{Q.qjve files up to certain security levels, and should be kep
eavesdroppers with better channel quality is also secuegd f jgnqrant of files with higher security levels. Hence userthwi
the eavesdroppers with worse channel quality. Hence, t8 rg,igher ranks are able to see more files. It is also possibletto s
of messages secured from eavesdroppers with better chapggl-hannel quality based on users’ ranks by assigning more
quality can besharedwith the rates of messages secured froRymmunication resources to higher ranked users. Another
eavesdroppers with worse channel quality to improve the radyample is in social networks in which one user wishes to

region, which is reflected in the sum rate bounds in Theor&fjare more resources with close friends and fewer resources

2. _ ‘with other friends. As we show in the next section, this model
The above scheme was employed in [35] to study a fadifjgequivalent to a secret sharing problem.
wiretap channel. To be consistent, we present the secrecy

capacity region for a discrete memoryless channel in the Receiver 1
following theorem. @ W WIS W
citteF Receiver 2
Theorem 2. Consider the degraded broadcast channel with franemit @ W W5
non-layered decoding and layered secrecy, the following se  W1""Wx =X . .
crecy rate tuple§ Ry, ..., Rx) are achievable: Receiver K ’
R—W,W,oW5e-- Wy
K
Z R < max[I(X' Y) _ I(X' Zk)] fork=1 K Fig. 9. The broadcast channel with layered decoding andesgcr
— PX I ) Y LA *

=k
The special case witli = 3 and W, = & (i.e., receiver

We note that for each pair of the legitimate receiver antl serves as a pure eavesdropper) of the above model was
an eavesdropper (say eavesdroppgrthe channel can be studied in [24, model 2], and the secrecy capacity region was
viewed as Wyner's wiretap channel with the eavesdroppehmaracterized. This two-receiver one-eavesdropper meds!
being ignorant of messagésy, ..., Wx. Thus, the sum of further generalized into a compound model in [26], in which
secrecy ratesti » R should be bounded by the secrecgach legitimate receiver and the eavesdropper were replace
capacity of Wyner’s wiretap channel given in (1). This jfis8 respectively by a group of legitimate receivers and eawgsdr
that the above rate region is optimal. pers, and the secrecy capacity region was also charaaterize



The general model with{ receivers was recently studied inwhere A < B denotes that3 — A is positive semi-definite.

[36], following which we present the results in this subsstt Thus, the quality of channels gradually degrades from vecei
The idea of the achievable scheme is similar to that intré< to receiverl. The channel inpuX is subject to a covariance

duced in Section Il-A, which exploits superposition codingonstraint

and random binning. For each message, 8ay one layer is E[XXT']<S (12)

designed and superimposed on the layer designediifar;. .

The codewords within each layer are further divided into §"€ré S > 0. The power constraint oX' can further be

number of bins, and the corresponding message is encodBOS€d by requiringtrace(S) < P. Since the secrecy

as the bin number, while the index inside the bin serves &&Pacity region does not depend on the correlation acress th

a random source to protect the message. Thus, the receiGayannel outputs, the correlation between the noise vectors

that are required to decode this message can tell which B 2diusted such that the channel inputs and channel outputs

the codeword is in and hence decode the message, while thi&sy the following Markov chain condition:

receivers with worse channel quality are kept ignorant ef th X Yr Y 1—...5Ys > Y. (13)

message. Different from the achievable schemes descnibed i

Section 1I-A, random binning within one layer only protects For the MIMO channel, the achievability of the secrecy

the message corresponding to the same layer. For example G@pacity region follows directly from Theorem 3 with a prope

index [, can protect OnIWk from being known by receiver choice of the jOint Gaussian distribution for auxiliary dam

k — 1, but cannot protectV,,1, becauselV,,; should be variables. The main technical development in the converse

kept secure from receive that knowsl;, due to decoding (i-e., outer bound) proof lies in the construction of a seoé
requirements. covariance matrices representing input resources forréaye

The above scheme was shown to be optimal in [36], whi¢Ressages such that the secrecy rates can be upper boundec
achieves the secrecy capacity region presented below. as the desired recursive forms in terms of these covariance

_ . matrices. We now present the secrecy capacity region in the
Theorem 3. [36, Theorem 1] The secrecy capacity reg'o'?ollowing theorem.

of the degraded broadcast channel with layered decoding

and secrecy constraints contains rate tuplg®;,---, Rx) Theorem 4. [36, Theorem 3] The secrecy capacity region
satisfying of the degraded Gaussian MIMO broadcast channel with
R < (U V. layered decoding and secrecy constraints contains rateesup
1< (U 1), (R1,..., Ry) satisfying the following inequalities:
Ry < I(Up; Yi|Ug—1) = I(Ui; Yie—1|Ug—1), ] ) 48|
fork=2,.... K -1 R <-1o 17,
e L= 2% E s
Ric < T Yi|Uk 1) = H(X ¥ Uk ), ®) < 110 Xk + Sk 1 o |3k—1 + Sk_1]
for somePy,u,.. .v,_,x such that the following Markov chain k=508 |3y + Sk 9% [Zk_1+Sk| ’
condition holds: for2<k<K-1
_ . 1 3 Sk_ 1 ko Sk_
U, — Uy — — U1 — X (9) RK§—10g| K+ K1|——1Og| K—1+ K1|,(14)
In the above theorem, fok = 2,...,K — 1, Uy (given 2 12k 2 XK1

Ui—1) represents messadé&’, which is required to be de- for some0 < Sx_; < Sx_9=<...<S;<8; <8S.
coded by receivek and be kept secure from receivier- 1.
Thus, the rateR; given above can be understood intuitively
as the secrecy capacity of Wyner’s wiretap channel with i
channel inputy, the legitimate outpuk} (givenUy_1) and
the eavesdropping outplf,_; (given Ur_1). We also note
that messagél/x is represented by the channel inptgiven
Uk_.

The degraded Gaussian MIMO broadcast channel was fur-
ther studied in [36]. We present the result here which isulseD. Layered Decoding and Layered Secrecy with Secrecy Out-
for solving a secret sharing problem presented in Sectisitle a Bounded Range

[1-B. For the Gaussian MIMO channel, the received signal gqor the model with layered decoding and secrecy described
at receiverk for one channel use is given by in Section 1I-C, the additional message decoded by a better
Y, =X+%Z, k=1,...,K, (10) receiver needs to be kept confidential from a receiver with
only one level worse channel quality (i.e., layered secrecy
and zero secrecy range). Although such a model is feasible
r broadcast channels with discrete states (i.e., thetyul
ceivers can be captured by discrete channel statesjribta
capture scenarios in which the receivers’ channel quatities
continuously. For such a case, it is more reasonable tonequi
0<YXg <X 1 X232, (11) the message to be secured from receivers with a certainelegre

The above theorem can be easily understood in the scalar
se, in which®,. is the variance of noise at receivier and

—1— Sk represents the signal power allocated to transmitted
messagél; for k = 1,..., K. Thus, the ratd?;, is given by

the difference of the capacities of two Gaussian channels wi
one having receivek and one having receivér — 1.

where the channel inpuX, the channel outpulY; and the
noise Z, are r-dimensional vectors. Furthermore, the nois
variablesZ, are zero-mean Gaussian random vectors wil;
covariance matrice&;, for £ = 1,..., K that satisfy the
following order:



Receiver 1 random source is sufficient for securing the message, gnnin

Recge: Wi AW is not necessary. More specifigalwg serves as a random

Transmitter @owW,W, W source to securéV, from receiver 2 jointly with random
Wi W,W3W, —X Receiver 3 binning designed at layer 4 (if necessary). Similafly; at
Q—>W1W2W3 layer 2 serves as a random source to setligeand W, from

S® D WaW,WaW, receiver 1 jointly with binning at layers 3 and 4 (if neceg3ar

Furthermorerate splitting and sharings used, i.e.J¥5 is split
Fig. 10. The four-receiver degraded broadcast channel setiiecy outside INt0 two parts, i.e. W3, and Wsq. Such splitting exploits the
a bounded range. opportunity thati?’s, is sufficient to secure botis, and Wy

from receiver 2 for some cases, and thus the ratéd’gf can

be counted towards the rate of eitiég or 1W,. In this way,
of worse channel quality, instead of being secured from thige rate region may be enlarged.
receiver with one level worse channel quality, which is not We note that joint embedded coding and binning is nec-
even well defined for continuous channel quality. To be moessary here to exploit the secrecy requirements only autsid
explicit, we use an example to illustrate the motivation fathe bounded range (i.e., the secrecy is not imposed for the
such a model. Consider a degraded broadcast channel viitmediate downstream receiver). Thus, messages intended
infinitely many receivers, in which denotes the amplitude of for receivers inside the bounded range can serve as ran-
the channel gain (the larger tite the better the channel). Indom sources for secrecy purposes. Such a scheme cannot
this case, it is impossible to require that the messagedetén be used for the model with layered decoding and secrecy
for receivers withh > hy be secured from receivers withpresented in Section II-C, where the secrecy is imposed for
h < hy, because no positive secrecy rate can be achievéte immediate downstream receiver. We further note that the
Instead, it is more natural to require that the messagesdete embedded coding here uses messages across superposition
for receivers withh > hy be secured from receivers withlayers as random sources for secrecy, which is differemhfro
h < ho — A, where A > 0. We refer to such a secrecythe original embedded coding [24] as described in Sections
requirement asecrecy outside a bounded range I and II-B where the messages serving as random sources

In this subsection, we focus on a special case of tlge at the same layers as the messages being protected. In

above model recently studied in [37], which is a four-reeeiv other words, the embedded coding technique is realized by
degraded broadcast channel model with secrecy outsidetitd superposition coding in this achievable scheme. But the
a bounded range (see Fig. 10). In this model, a transmitenbedded coding does not have to be realized by superpositio
sends information to four receivers over a broadcast cHanrgding only, it can also be realized by the random binnindgp wit
It is assumed that the channel quality gradually degradese more message encoded as the bin number.
from receiver 4 to receiver 1. The transmitter has four mes-Based on the scheme described above, an achievable region
sagesW, Wy, W5 and W, intended for the four receiverscan be derived, which can be further shown to be tight via a
with the following decoding and secrecy requirements. Febnverse argument. The following theorem characterizes th
k =1,2,3,4, receiverk is required to decode the messagesbtained secrecy capacity region.

Wi,..., Wy Furthermore, the messagi; needs to be kept Theorem 5. [37] Consider the four-receiver degraded broad-

i k . )
secure from receiver 1, and the messéigeneeds to be kept 8a}§t channel with secrecy outside a bounded range as de-

secure from receivers 1 and 2. It is clear that each messagScrlbed above. The secrecy capacity region consists of rate
secured from a receiver with two-level worse channel qualit ' y capacily reg

More technically, the channel is characterized by the pro%j—ples(Rl’ Rz, Bs, Ry) satistying
ability transition function Py, y,y,y,|x, in which X € X Ry < I(Uy; Y1),
denotes the channel input, anfy € ), denotes the channel Ry < I(Us; Ya|U),
output at receivelk, for £k = 1,2,3,4. The channel is as- R < I(U: Yol
sumed to satisfy the degradedness condition, i.e., theWoip 3 < 1(Us; Y3|U2)

Markov chain condition holds: + min (0, I(U2; Yo |Uy) — I(Us; Y1|U1)),
X =Y, =Y =Y, =Y. (15) Ry < I(X;Y4|U3) + I(Us; Y3|Uz) — I(X; Ya|Us),

The design of an achievable scheme relies on superpositionfts + R4 < I(Us; Y3|Uz) + I(X; Y4|Us)
embedded coding and binning, and rate splitting and sharing + min (0, I(U2; Ya|Uy) — I(X; Y1|U1)),

Similarly to previous models, due to the requirement of lay-
, : o (16)

ered decoding, the messages are encoded gsipgrposition

coding with each layer corresponding to one message, if®r, some Py, y,u,x such that the following Markov chain

layer k corresponds tdV,, for k = 1,2,3, 4. Due to secrecy condition holds

constraintsjoint embedded coding and binnirage applied.

Since the messages do not need to be kept secure from their

immediate downstream receivers, such a receiver's messaghn fact, using only superposition and joint embedded coding

can serve as a random source for securing the higher laged binning is shown to be optimal (i.e., achieve the secrecy

message in addition to stochastic binning. In fact, if suchcaapacity region) for the three-receiver model in [38]. Huere

Ul—)U2—>U3—>X. (17)



for the four-receiver model, such an achievable schemegsod a secrecy performance as possible. Thus, the legitimat
not sufficient. The major novelty of the above scheme liggeceiver decodes more information as its channel getsrpette
in developing rating splitting and sharing, which helps tand out of information decoded at the legitimate receiver,
potentially enlarge the achievable region (at least eerléihg more information is kept secure from the eavesdropper as
region for a given distribution of auxiliary random variab). the eavesdropper’s channel gets worse. In [35], a (layered)
Consequently, the proof of the converse can be developed fmoadcast approach was proposed to achieve such a goal,
such an achievable region, and thus the secrecy capacitnregvhich we present as follows.

is established. _ - . Suppose a transmitter sends a message to one legitimate
More specifically, without rate splitting and sharing, supereceiver and one eavesdropper. The channel input-outjaut re
position and joint embedded coding and binning yields albnship for one channel use is given by
achievable region with rates satisfying
Ry < I(Uy; Y1),
Ry < I(Uy; Yo; Un),
R3 < I(Us; Y3|Us)

Y=HX+W and Z=GX+V (19)

whereX is the input from the transmitteY; andZ are outputs
+ min (0, I(U; Yo|Ur) — 1(Us; Y1 |U1)), at the legitimate receiver and the eavesdropper, resphGtiv

Ry < I(X;Ya|Us) andG are fading gain coefficients, gnd the noise vgrialblés .
and V' are proper complex Gaussian random variables with
+ min (O,I(U:s;stle) *I(X;E|U2))v zero means and unit variances. The fading gHinand G

Rs + Ry < I(Us; Y3|Us) + I(X; Ya|Us) + I(Us; Ya|Uy) are assumed to experience block fading, i.e, they are aansta
- o ’ ’ within a coding block and change ergodically across blocks.

— (X1 |Uh). (18) The block length is assumed to be sufficiently large such

It is very difficult to develop the converse proof for the bdunthat one codeword can be successfully transmitted if pipper
Ry < I(X:;Y4|Us) in the above region. However, by usingconstructed. The channel input is subject to an averagemowe
rate splitting and sharing, this bound is replaced by thendouconstraintP over each block. The noise variables are assumed
Rs 4+ Ry < I(Us;Ys|Us) + I(X;Y4|Us), and the resulting to be independent from channel use to channel use within
region (16) is larger than the above region (18) (for a giveock. It is assumed that the transmitter does not know the
distribution of auxiliary random variables). Furthermotiee instantaneous CSI, and each receiver knows its own channel
converse proof for the new bound di; + R4 in (16) can State. The goal is to achieve a secrecy rate as high as the legi
be derived, and thus establishes the region (16) as thecgecignate receiver's channel supports, and as the eavesdfspper

capacity region. channel permits, even though the transmitter does not know
Csl.
I11. APPLICATIONS OFINFORMATION THEORETIC In [35], three scenarios were studied, i.e., only the letitie
MODELS receiver’s channel is fading, only the eavesdropper’s oban

In this section, we provide two example applications of thig fading, and both channels are_fadlng._ Next, we introduce
broadcast models that we present in Section Il. These ap[SI e res_ults of the first two scenarios, which apply the _result
cations demonstrate that these information theoretic isod _Sect!ons II-A and 1I-B, rgspectlvely. The study of.sceoar
and approaches can be very powerful to provide solutions a {f to integrate the analysis of the first two scenarios.
guidelines to address security issues in wireless networks  In the first scenario, in which only the legitimate receiser’
channel is fading and the eavesdropper’s channel is cdnstan
suppose there arg fading states, i.e[Hq| < |Ha| < ... <
. . . o |Hr|. In order for the transmitter to adapt its transmission

In this subsection, we introduce the application of thg, the |egitimate receiver's channel without knowing CSI, a
results presented in Sections II-A and II-B respectively foygadcast approach was developed in [35], which genecalize
the broadcast channel with layered decoding and with layerge proadcast approach in [39] to the fading wiretap channel
secrecy to studying the following problem arising in theifigd \jore specifically, the entire message is split iftdayers so
wiretap channel. that the legitimate receiver decodes the firstessages if its

As physical layer security exploits physical channel statichannel realization i#, for i = 1, ..., L and the eavesdropper
tics to achieve secure communication, successful implemegg kept ignorant of all messages. Under such an achievable
tation of this approach depends crucially on the transnsitte scheme, the channel is the same as the model described jn I1-A

however, may not often be available due to limited feedbagkg|t.

resources. Furthermore, eavesdroppers typically do net ha

incentive to send their channel states to transmitterss;Tihis Theorem 6. [35, Theorem 1] For the fading wiretap channel
desirable to design communication schemes that do notiexpleith the legitimate receiver having one of tliefading states
channel state realizations at the transmitter but stillpade H1, ..., Hy, and with the eavesdropper having a fixed channel
the actual channel state that occurs in order to achieve state G, where |G| < |Hy| < |Hz| < --- < |Hg|, the

A. Fading Wiretap Channel
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following secrecy rate tuplegRy, ..., R;) are achievable:

H|?P,
Ry=log |1+ A Ll
L+ [Hil? Y P

2p,
10g<1+ 1G] - ) I=1,....L
L+ |G P

T T T
—o—Eavesdropper’s channel is fading
—e—Both channels are fading

— Legitimate receiver's channel is fading

2.5F

s
&3}
T

[
T

Average Secrecy Rate Under Delay
Constraint (bits/channel use)

(20) -
L . 05F o — e
where P, denotes the transmission power assigned for tran °
mitting W; and satisfies the power constraiﬁ@f=1 P < P. % 5 7 A s m ™ m
SNR (dB)

The above result was then generalized to the case with
continuous fading state to further characterize the awerdgg. 11. Comparison of rates for the three scenarios
secrecy rate over a large number of blocks in [35].

In the second scenario, in which only the eavesdropper’s
channel is fading and the legitimate receiver's channel égenario 2 because the transmitter’s power is spread oger th
constant, suppose there afe fading states for the eaves-states due to no knowledge of the legitimate receiver's CSI.
dropper with |G| < |G2| < ... < |G| In order for the However, it may seem counter-intuitive that scenario 3 has a
transmitter to adapt its transmission to the eavesdroppéietter rate than scenario 1. This is due to the fact that when
channel without knowing CSI, an embedded coding developgfe eavesdropper’s channel is fading, there is a good chance
in [33] was employed in [35]. In contrast to the first scenariahat its state is below the channel average, and such channel
in which messages are encoded into layers, here all messafigsuation facilitates achievement of a better secreay aaid
are encoded into one codeword in an embedded fashion. Egebrcomes the effect of no eavesdropper CSI at the tramsmitt
message corresponds to one index that identifies the codew@herefore, the two major factors that affect the secrecyg rat
In particular, lower indexed layers of messages serve g the knowledge of the legitimate receiver's CSI and the
randomization for protecting higher indexed messages frathannel fluctuation of the eavesdropper. The knowledgeeof th
the eavesdropper. Depending on the eavesdropper's charglesdropper’'s CSI only weakly affects the secrecy rate.
state, all messages up to a certain index are kept secure from
the eavesdropper. All messages are required to be decoded | )
by the legitimate receiver. Under such an achievable scherfle Multi-Secret Sharing Problem
the channel model is the same as the model described in
Section II-B, and hence Theorem 2 can be applied to obtain Participant 1

the following result. Y. WG - Wk
articipa

Theorem 7. [35, Theorem 3] Consider the fading wiretap PolA .p W, W, - - W

channel with the legitimate receiver having a fixed channel W --Wy —X . .

state H and the eavesdropper possibly having oné déading Participant )

statesGy, ..., G with |G| < |Ga]? < --- < |GL|* < |H|?. @ TWoWse =W

The following secrecy rate tuplesRy, ..., R;) are achiev-

able:

Fig. 12. Model for secret sharing via a broadcast channel

Ry =log (1 +|Gi1[*P) —log (1 + |Gi*P) ,

fori=1,...,L—1, In this subsection, we introduce the application of the ltesu
Ry —log (1 + |HI2P) — log (1 + |G [2P) . 21 presented_ in Section II-C for the MIMQ channel to studying
v Og( I ) Og( Gl ) (21) the following problem of sharing multiple secrets. Suppose
The above result was then generalized to the case wiliat a dealer wishes to shakésecretdVy, W, ..., Wx with
continuous fading state to further characterize the aweralj participants. It is required that participant 1 decodi€g
secrecy rate over a large number of blocks in [35]. and participantd and2 decodel; and W5 by sharing their

For the third scenario, in which both channels to thmformation from the dealer, bull’; should be kept secure
legitimate receiver and the eavesdropper undergo fadimg, feom participantl. Such requirements extend tgparticipants
integration of the above two studies was developed in [3%br £ = 1,..., K in the sense that participantsto £ can
We refer the reader to [35] for further details. recover the firstt messagedVy,..., W by sharing their

We next present an interesting numerical result that comformation from the dealer, but the new mességg should
pares the average secrecy rates for the three scenariobenkept secure from the firgt — 1 participants. Hence, as
Fig. 11. It is clear from the figure that scenario 2 (witlone more participant joins the group, one more secret can
only the eavesdropper channel fading) has the best rate, &edrecovered, and this new secret is kept secure from (and
scenario 3 (with both channels fading) has a better rate thiaence cannot be recovered by) a smaller group. The goal is
scenario 1 (with only the legitimate channel fading). It iso characterize the best tradeoff among the rates of shared
easy to understand that scenario 3 has a worse rate thassages, i.e., the secret sharing capacity region thtdiosn
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all possible achievable rate tuplé®;, Ro,..., Rx) for K (R, Ra,..., Rk) satisfying
secrets.

1 |24 (1) + S|
Ry < -~ log Al
R RN
The above secret sharing problem involves sharing multiple, _ . llog |4 (k) + Sk—1]
secrets in a layered fashion, and is challenging to solve® = =002 |24, (k) + Sk
using the classical approach based on algebraic tools [40]- 1 |=4 (k= 1) + Sk—1|
foti ; : — —log , for2<k<K-1,
[43]. Furthermore, existing solutions based on algebradst 2 130, (k — 1) + Sk
implicitly assume that information delivery from the deale /
> o o1 BV (K) + Sk
to the participants is noise free. Such an approach workléx < lim - log ;
" . ) . t—00 2 |24 (K)|
well for traditional wired networks in which the dealer can ,
distribute each share over dedicated line to each partitipa _ llog |EV(K/_ D+ SK—1|, (22)
Wireless networks, however, are different from wired netso 2 134 (K —1)]

in that the transmission is noisy and is broadcast in na@mne. for some0 < Sy <Sk_2 <... <Ss <S; < S, whereS

can address the noise issue by using error correction codipgthe covariance constraint of the dealer’s input aghould
However, to securely deliver each share to each participagétisfy the power constraintrace(S) < P.

the dealer has to use secret keys, shared with the intended ) o
participant, to encrypt and decrypt each share. Otheneiss We note that the secret sh_arlng prpblem we _descnbe is
if the secret sharing scheme itself is information theodly ©NlY @ example problem. The information theoretic apphoac

secure, the system is not secure anymore. proposed in [36] is applicable to more general multi-secret
sharing problems. The central idea is to reformulate secret

sharing problems into secure communication problems with

A different approach for secret sharing over wireless netecrecy constraints (i.e., compound wiretap models in gen-
works was proposed in [36]. Instead of converting nois§ral), and then information theoretic approaches devellépe
channels into noiseless bit pipes, the presence of noise W¥retap models can be applied to solving these secret gharin
herent in wireless channels is exploited for designingetecproblems.
sharing schemes. Suppose that a dealer communicat&s to We further note a technical issue that the secrecy require-
participants via a broadcast channel (see Fig. 12). We dengtent here (and throughout the paper) refers to weak secrecy
the channel input sent by the dealer Ky and the channel (i.€., per block secrecy). However, the result given in Gargp
output received at participaitby Y;, for k = 1,..., K. Thus, 1 can be strengthened to satisfy strong secrecy requirement
the information that each group of participants share is tfe., per symbol secrecy) without loss of performance by
outputs that participants in the group receive. The idea @pplying the idea in [44].

[36] is to construct an equivalent broadcast wiretap model.
In particular, suppose that the dealer communicates to the IV. DISCUSSION ANDCONCLUSION

participants via a Gaussian broadcast channel corrupted by, this paper, we have provided a review of recent studies of
additive Gaussian noise variables, in which the dealeriias 4 ¢|ass of broadcast channels with layered decoding arayor |
antennas and each receiver has one antenna. Now for & secrecy. We also have reviewed the applications of such
group of participants to k, fork =1,..., K, design avirtual 5 ¢jass of models to the secure communication problem over
receiverVy, such that the channel output at the virtual receiveyq fading wiretap channel and the secret sharing problem.
kis (Yi,...,Yy) representing that receivets...,k group  ynder the class of broadcast models, there are many open
their outputs. The decoding and secrecy requirements ®r {ly5hiems that require further exploration. For example th

reformulated_ channel is as follows: virtual receiviercan model with secrecy outside a bounded range was fully ex-
recover the firsk: messagesV, ..., Wy, and should be kept y1oreq only for the four-receiver case. Extension of emisti

ignorant of messages’y i1, ..., Wi. Thus, the secret sharingyegits to the case with an arbitrary number of receivers is

problem can be reformulated into a communication prOblemteresting. It is anticipated that rate spliting and &hguis

over the degraded Gaussian MIMO broadcast channel withyre involved because one layer message can be split into
layered decoding and layered secrecy as described in 8eciq,tiple components in order to be shared by rates corre-

II-C. In particular, %y, (k) denotes the covariance matrix ofgyonding to higher layers. The procedure of Fourier-Matzki
the noise vector at the virtual receivér ¢ is a parameter

) - _elimination to obtain the resulting achievable region aibo
introduced to make the channel output at each virtual receiye .o me more complex. This suggests that new techniques need
having the same dimension, andif- co, the virtual model 4 pe developed to simplify the mathematical manipulations
will reduce to the original model. We refer the readers td [365 \ve|| as capturing the essence of the problem. Extension of
for more details. Therefore, the secret sharing capaciore g ,ch 2 model can also be applied to study more practicaldadin
presented below follows from Theorem 4. wiretap channels with continuous channel states, in which
messages decoded at a certain receiver are required to be kep
secure from receivers that are outside a bounded rangge (i.e.
Corollary 1. [36, Corollary 1] The capacity region for the with a certain degree of worse channel quality). As another
secret sharing problem described above contains rate tuplexample, it is of interest to study the models with arbitrary



numbers of receivers in this class in the context of compoungd]

scenarios, in which each receiver and/or eavesdropper can
represent a group of nodes in the same fashion as in [12] "’H’(ﬁ

[26]. Such scenarios are more flexible for modeling prattica
networks with clusters of receivers.

The two applications that we have reviewed in this papélrl]
demonstrate that information theoretic approaches fou-segi2]
rity can be advantageous and powerful in various practical

scenarios, and can hence serve as useful complementshgp
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