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Phase diagram of the TIP4P/Ice water model by enhanced sampling simulations
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We studied the phase diagram for the TIP4P/Ice water model using enhanced sampling

molecular dynamics simulations. Our approach is based on the calculation of ice-liquid

free energy differences from biased coexistence simulations that sample reversibly the

melting and growth of layers of ice. We computed a total of 19 melting points for five

different ice polymorphs which are in excellent agreement with the melting lines obtained

from the integration of the Clausius-Clapeyron equation. For proton-ordered and fully

proton-disordered ice phases, the results are in very good agreement with previous calcu-

lations based on thermodynamic integration. For the partially-proton-disordered ice III, we

find a large increase in stability that is in line with previous observations using direct coex-

istence simulations for the TIP4P/2005 model. This issue highlights the robustness of the

approach employed here for ice polymorphs with diverse degrees of proton disorder. Our

approach is general and can be applied to the calculation of other complex phase diagrams.
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I. INTRODUCTION

The phase diagram of water is diverse and includes one liquid phase, one vapor phase, and 20

known ice polymorphs,1–3 as well as hypothesized low- and high-density phases of supercooled

water.4–6 Molecular simulations are an important tool to obtain insight into the phase behavior of

water on scales and conditions inaccessible to experiments.6 Furthermore, the ability to calculate

the phase diagram using molecular simulations and compare it with its experimental counterpart

provides a stringent test for the capability of a given molecular model to represent water accurately

across different thermodynamic conditions. For these reasons, the development of methods to

accurately determine the phase diagram of water has received considerable attention over the years.

Many methods have been employed to study phase equilibria involving liquid water and ices.

One of the most common approaches is thermodynamic integration, which calculates free ener-

gies by performing a series of simulations that link a phase of known free energy to the phase of

interest. For crystalline solids, two well-known flavors of thermodynamic integration are the Ein-

stein crystal method developed by Frenkel and Ladd7 and the Einstein molecule variant proposed

by Vega and Noya.8,9 Another simple yet powerful approach is the direct coexistence technique,

where melting points are determined by either a series of NPT simulations, or by the equilib-

rium temperature of a single coexistence simulation within the NPH ensemble.10 The methods

described above are often complemented by the Gibbs-Duhem integration technique developed by

Kofke.11 In this method, the Clausius-Clapeyron equation is integrated starting from a known co-

existence point, and a continuous and smooth coexistence curve can be traced from it. In a seminal

work, Sanz et al. used the Einstein molecule method and Gibbs-Duhem integration to calculate a

large region of the phase diagram of different empirical water models that provided an unprece-

dented look into the ability of water models to reproduce the experimental phase diagram.12 Very

recently, a similar approach has also been used to calculate the phase diagram of machine learning

models trained on energies and forces derived from ab initio calculations. For instance, Zhang et

al. studied the phase diagram of a water model derived from density-functional theory (DFT) cal-

culations based on the SCAN functional,13 and Reinhardt and Cheng followed a similar procedure

to calculate the phase diagram of a water model based on a hybrid density functional with van

der Waals corrections.14 However, the application of the Einstein crystal and Einstein molecule

methods is not devoid of challenges. An important feature of many ice phases is proton disorder,

i.e., the existence of many proton configurations compatible with oxygen atoms in their regular
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crystallographic positions. A delicate approximation is typically made in the Einstein crystal and

Einstein molecule methods in order to account for the entropic contribution of proton disorder.

This approximation is critical in the cases of partially-disordered ice phases, such as ice III and

V15. Indeed, for the TIP4P/2005 model, a dramatic increase in the region of stability of ice III

and an increase of about 25 K in the melting temperature was observed when the melting line was

computed using direct coexistence rather than the Einstein molecule method.16

Enhanced sampling methods provide an alternative route to calculating the free energies of

solids. These methods are based on introducing a bias potential along with a suitably defined

collective variable. For many years, the lack of structure-specific collective variables precluded the

application of enhanced sampling to the accurate calculation of free energies of solids. Recently,

two different approaches have been proposed to determine structure-specific collective variables.

One is based on using particular peaks of the structure factor17,18 and the other relies on a similarity

kernel (environment similarity) in order to compare environments in the simulation to reference

environments of the target structure.19,20 In the interface pinning method18 introduced by Pedersen

et al., one considers a liquid-solid coexistence configuration and uses an umbrella bias potential,

a function of a structure factor peak, to avoid growth or melting. From such a simulation one can

extract liquid-solid chemical potential differences. This method was applied by Cheng et al. to

calculate the chemical potential of ice Ih.21 Another approach is based on performing a simulation

in which the bulk liquid and the bulk solid are reversibly interconverted. This alternative, together

with the “environment similarity” collective variable, was used by Piaggi and Car to determine

the chemical potentials of ice Ih.22 As in the case of the direct-coexistence method, the entropic

contribution of proton disorder is automatically included in this case due to the explicit simulation

of the crystallization process,22 thus providing a key advantage over thermodynamic integration.

The environment similarity collective variable was also recently used to calculate the ice Ih-liquid

interfacial free energy.23 Until now, however, enhanced sampling methods have not been applied

to the calculation of complex phase diagrams that involve multiple crystal polymorphs.

Here, we study the phase diagram of the TIP4P/Ice water model using enhanced sampling

molecular dynamics (MD) simulations. We employ a method based on simulating the coexis-

tence between an ice polymorph and liquid water through the application of a bias potential that

allows for sampling reversibly the melting and growth of ice layers. We target five different ice

polymorphs, namely ice Ih, II, III, V, and VI, with appropriately chosen “environment similar-

ity” collective variables. This procedure allows us to calculate ice-liquid water chemical potential
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differences and, thus, determine the corresponding coexistence points. We subsequently employ

Gibbs-Duhem integration to trace continuous coexistence lines starting from these points.

II. METHODS

Our goal is to calculate the melting lines of ice Ih, II, III, V, and VI. To this end, we follow a

protocol based on calculating a small number of points along the melting line of each polymorph

which are then used within the Gibbs-Duhem integration method to trace the corresponding melt-

ing lines. In Sec. II A we describe the biased coexistence approach that we use to calculate melting

points, and in Sec. II B we provide specific details about our implementation of the Gibbs-Duhem

integration method.

A. Biased coexistence simulations

We consider a system in which liquid water is in direct coexistence with an ice polymorph.

In a conventional coexistence simulation, if the temperature is below the melting temperature,

the crystal grows irreversibly at the expense of the liquid, and if the temperature is above the

melting temperature, the crystal melts irreversibly. For our biased coexistence simulations, we

take inspiration from the interface pinning technique18 and introduce a bias potential such that

the number of ice-like molecules in the system reversibly increases and decreases by the number

of molecules in one ice layer. This procedure allows us to compute chemical potentials and thus

coexistence points. As discussed in the next section, a key element in these simulations is the use

of order parameters able to drive the crystallization of each ice polymorph.

1. Order parameters

To construct our order parameters, we consider the atomic environments within a prescribed

cutoff rc of each water molecule in a given ice polymorph. The number m of distinct environments

is equal to the number of molecules in the basis of the crystal structure. The environments X =

χ1, ....,χm are the starting point for the construction of the order parameter of each polymorph and

are shown in Fig. 1 for ice Ih, II, III, V, and VI. Environments are centered at oxygen atoms, and

only oxygen atoms are considered as neighbors. Protons are not included in the environments in

order for the proton configuration to form spontaneously during the simulation without any bias
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FIG. 1. Atomic environments centered at oxygen atoms for ice Ih, II, III, V and VI. The position of the

center of the environment is shown in gray, and oxygen and hydrogen atoms are shown in red and white,

respectively.

towards a particular configuration.24 The number m of distinct environments and the cutoff rc for

each ice polymorph is summarized in Table I.

The “environment similarity” kernel19,20 is then used to compare the atomic environments χl ∈

X with a generic environment χ ,

kχl
(χ) =

∫

ρχl
(r)ρχ(r)dr (1)

where ρχl
(r) and ρχ(r) are the atomic densities corresponding to the environments χl and χ ,

respectively. If the densities are represented by sums of Gaussians centered at the neighbors’

positions with spread σ , the kernel becomes:

kχl
(χ) =

1

n
∑
i∈χl

∑
j∈χ

exp

(

−
|rl

i − r j|
2

4σ2

)

(2)
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TABLE I. Parameters used in the definition of the “environment similarity” collective variables for different

ice polymorphs. m is the number of environments, rc is the cutoff used in the definition of environments, σ

is the spread of Gaussians in Eq. (2), and κ is the threshold value of the order parameter that distinguishes

liquid and solid environments.

Ice m rc (nm) σ (nm) κ

Ih 4 0.45 0.0775 0.7275

II 12 0.40 0.0775 0.9600

III 12 0.40 0.0675 0.7675

V 28 0.42 0.0725 0.8300

VI 10 0.30 0.0575 0.7300

where n is the number of neighbors in the environment χl , and rl
i and r j are the positions of the

neighbors in environments χl and χ , respectively. In Eq. (2) we have added a normalization such

that kχl
(χl) = 1. The m similarity kernels derived from Eq. (2) allow us to identify if a given

environment is compatible with one of the environments of an ice polymorph. However, since it

is preferred to have a single similarity measure between a given environment and any of the m

reference environments of a polymorph, we define the best-match kernel

kX(χ) = max{kχl
(χ) : χl ∈ X}, (3)

that compares the environments χ with all the environments X of a given polymorph. kX(χ) as

defined in Eq. (3) is not continuous and not differentiable, and cannot be used directly in enhanced

sampling MD simulations. For this reason we use a smooth approximation to the maximum func-

tion,

kX(χ) =
1

λ
log

(

m

∑
l=1

exp(λkχl
)

)

(4)

where λ has to be set to a large value. In our simulations we employed λ = 100.

Since there is one value of kX(χ) per oxygen atom, any given bulk configuration has a dis-

tribution of this quantity. Fig. 2 shows the distributions of kX(χ) in liquid water and each ice

polymorph. Since the distributions have very small overlap, kX(χ) can be used to distinguish liq-

uid water from any ice polymorph. We have chosen the spread of the Gaussians σ such that the

overlap between the two distributions is minimized (the overlap between distributions as a function

of σ is shown in Fig. S1 of the Supplementary Information).
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FIG. 2. Distributions of the environment similarity kernels calculated from NPT simulations of bulk liquid

water and ice polymorphs. The temperatures and pressures used in the simulations in each case are specified

in the plot.

The similarity kernel defined in Eq. (3) provides a way to characterize the environments in a

given configuration as being compatible with the environments in a given ice polymorph. For a

system of N water molecules there are N oxygen-oxygen environments χ1,χ2, ...,χN . We thus

define a global order parameter nice that represents the number of environments consistent with an

ice polymorph,

nice = {number of χ i : kX(χ
i)> κ}, (5)

Here, κ is a watershed between values of kX(χ
i) consistent with the liquid and those consistent

with the solid. Appropriate values of σ and κ for each ice polymorph are shown in Table I. The

order parameter defined in Eq. (5) can be made continuous and differentiable using,

nice =
N

∑
i=1

f (kX(χ
i)) (6)

where f is a switching function that is ∼ 0 and ∼ 1 for kX(χ
i) values consistent with the liquid

and the solid, respectively. In particular we choose:

f (y) =























0 if y < 0

y2(3−2y) if 0 < y < 1

1 if y > 1

, (7)
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where y = (kX(χ
i)− k1)/(k2 − k1), and k1 and k2 can be chosen as the peaks of the liquid and ice

distributions of kX(χ
i), respectively.

2. Bias potential

In order to build a bias potential, we use the on-the-fly probability enhanced sampling (OPES)

algorithm25,26 that shares many features with the well-known metadynamics technique.27 The bias

potential is a function of nice and targets a multiumbrella ensemble25 that produces an approxi-

mately uniform distribution in an interval from nlow
ice to n

high
ice . The limits of the interval are chosen

as integer multiples of the number of molecules in a crystal layer, ∆nlayer, i.e., nlow
ice = Nl∆nlayer

and n
high
ice = (Nl +1)∆nlayer with Nl ∈ N. The functional form of the bias potential is

V (nice) =−
1

β

(

1

Nλ

Nλ

∑
λ=1

e−(nice−nλ
ice)

2/2σ ′2+β∆Fλ

)

(8)

N layers N+1 layers

FIG. 3. Schematic of target probability, free energy ∆Fλ , and bias potential in the multiumbrella OPES

simulations25. The bias potential (shown in green) compensates the free energy (shown in orange) to obtain

an approximately uniform target probability (shown in purple) in an interval from N to N +1 layers of ice.

The umbrella potentials shown in dashed green lines are the building blocks for the bias potential defined

in Eq. (8). Above, we show configurations with N and N +1 layers of ice Ih in direct coexistence with the

liquid. Hydrogen atoms are shown in white, and oxygen atoms with ice Ih-like and liquid-like environments

are shown in red and blue, respectively.
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where β is the inverse temperature and nλ
ice are Nλ points uniformly spaced in the interval from

nlow
ice to n

high
ice . In the simulations, the spacing between nλ

ice is one molecule. ∆Fλ is the difference

in free energy between the unbiased system and the system with an umbrella potential at nλ
ice, and

can be determined iteratively as described in Ref. 25. A schematic plot of the target probability,

bias potential, and free energy in the multiumbrella OPES method is shown in Fig. 3. We note

that other methods such as umbrella sampling or metadynamics can be used instead of OPES to

construct the bias potential.

In Fig. 4(a) we report an example of the time evolution of the number of ice-like molecules

for ice Ih at 270 K in one of our biased simulations. After an initial transient during which a

suitable bias potential is determined, the simulation samples reversibly the full targeted range of

ice-like molecules. This is in stark contrast with the behavior of an unbiased, direct coexistence

simulation, which will have a single transition that either melts or freezes the sample. As such,

the biased simulation can be continued as long as needed, providing us with the statistics on nice

required to estimate the difference in free energy between the ice polymorph and the liquid.

FIG. 4. Example of the three steps involved in determining the melting point for ice Ih at 0 GPa. (a)

Time evolution of the collective variable number of ice-like molecules as a function of time, where each

color indicates a separate walker used in the enhanced sampling simulations. (b) Free energy as a function

of the number of ice-like molecules (scatter points) for different temperatures and corresponding linear

approximation (lines). (c) Difference in chemical potential between ice Ih and liquid water as a function of

temperature, and estimated melting point.
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3. Estimation of the free energy

Once the bias potential is converged, the equilibrium properties of the system can be calculated

through the reweighting technique. In particular, the unbiased probability of observing an ice slab

composed of nice molecules is:

P(nice) = 〈δ (nice −nice(R))〉0 (9)

where δ is the Dirac delta function and 〈·〉0 denotes an average over the unbiased ensemble (e.g.,

NPT ) and nice(R) is the number of ice-like molecules in a configuration characterized by atomic

coordinates R. This probability can be computed from the biased simulations using the formula:

P(nice) =
〈δ (nice −nice(R))eβV 〉V

〈eβV 〉V
(10)

where 〈·〉V is an average over the biased ensemble and V is the bias potential. In practice, the

application of Eq. (10) corresponds to constructing a histogram with weights eβV . The free-energy

surface for nice is obtained simply by using the relation:

∆G(nice) =−
1

β
logP(nice). (11)

In Fig. 4(b) we show an example of free-energy profiles for ice Ih-liquid coexistence at atmo-

spheric pressure. All free-energy profiles show a linear behavior, and, as expected, the overall

trend is for the slope to increase with temperature due to the higher stability of the liquid over ice

Ih.

4. Estimation of chemical potentials and melting points

The free energy of ice in direct coexistence with the liquid can be written as:

∆G = µliqnliq +µicenice +S(nice), (12)

where µ are the chemical potentials, n is the number of molecules, S(nice) is the contribution of the

surfaces to the free energy, and the subscripts ice and liq denote ice and liquid. Using the fact that

nice + nliq = N, with N being the total number of water molecules in the system, we can express

the free energy as:

∆G = (µice −µliq)nice +µliqN +S(nice). (13)
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The behavior of S(nice) depends on the characteristics of the specific surface considered and may

introduce non-linear behavior in ∆G as a function of nice. To extract the chemical potential, we

evaluate the slope of ∆G over an entire layer ∆nlayer:

∆G(nice +∆nlayer)−∆G(nice)

∆nlayer

=

1

∆nlayer

(

(µice −µliq)∆nlayer +S(nice +∆nlayer)−S(nice)
)

. (14)

In general, the surface term will be periodic over a layer. Using the property S(nice +∆nlayer) =

S(nice) for the surface term we find:

∆G(nice +∆nlayer)−∆G(nice)

∆nlayer

= µice −µliq, (15)

which implies that the slope of ∆G(nice) with respect to nice over a full layer is equal to the

difference in chemical potential between the two phases.

In practice, we determine µliq→ice = µice−µliq by extracting the slope from ∆G(nice) calculated

using Eq. (11). The slope is obtained by performing an error-weighted linear least-squares fit.

Once the chemical potential differences are known, the melting points Tm are calculated using

the condition that µliq→ice(Tm) = 0 at constant pressure. Tm can be easily obtained by an error-

weighted linear least-squares fit of µliq→ice vs. temperature.

B. Tracing coexistence lines

From the estimated coexistence points, we calculate coexistence lines using Gibbs-Duhem

integration.11 This is done by integrating numerically the Clausius-Clapeyron equation:

dP

dT
=

∆h

Tm∆v
, (16)

where ∆h and ∆v are per-molecule differences in enthalpy and volume between the two phases un-

der consideration, respectively, and Tm is the coexistence temperature at pressure P. We integrate

Eq. (16) using the fourth-order Runge–Kutta method,28 evaluating the integrand for each integra-

tion step by performing one MD simulation for each phase. While we only calculate liquid-ice

coexistence points, we can locate triple points from the intersection between liquid-ice coexistence

lines. From each liquid-ice-ice triple point, we then conduct a new Gibbs-Duhem simulation with

the two ice phases. We find new triple points from these coexistence lines and repeat the procedure
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until the whole phase diagram is computed. We note that while the ice II coexistence line is only

metastable with liquid water, it is essential as its intersection with the coexistence line of ice Ih

provide the last triple point necessary to construct the full phase diagram of all five phases of ice

considered here.

C. Computational details

The MD simulations were carried out using LAMMPS29 patched with the PLUMED 2 en-

hanced sampling plugin.30 The input files to reproduce all simulations are available on the

PLUMED-NEST31 as part of a collective effort to improve the transparency and reproducibility of

enhanced molecular simulations. We employed a time step of 2 fs for the integration of the equa-

tions of motion. The temperature was controlled using the stochastic velocity rescaling algorithm

with a 0.1 ps relaxation time.32 The pressure was maintained by the Parrinello-Rahman barostat

with a 1 ps relaxation time.33 The bond lengths and angles were kept fixed using the SHAKE algo-

rithm. A cutoff of 0.85 nm was used for the Lennard-Jones and Coulomb interactions. Long-range

Coulomb interactions beyond this cutoff were computed with the particle-particle particle-mesh

(PPPM) solver. Tail corrections to the pressure and energy were included to take into account

long-range effects neglected due to the Lennard-Jones potential truncation.

The initial configurations for the different ice phases were prepared using the GENICE

software.34,35 This ensures the correct proton order/disorder and zero total dipole moment, while

simultaneously respecting the Bernard-Fowler ice rules36. Starting from these ice structures, the

initial coexistence configurations were created as follows. First, the ice box was equilibrated with

an anisotropic barostat for 1 ns. This was followed by 300 ps of simulation during which the

motion of half of the water molecules on one side of the box was kept frozen, while the the water

molecules on the other half of the box were melted at 450 K. The whole system was then equili-

brated to the 270 K and 1.0133×10−4 GPa, 250 K and 0.303 atm, 230 K and 0.303 GPa, 250 K

and 0.5066 GPa, 300 K and 1.0133 GPa for ice Ih, II, III, V, and VI, respectively. Finally, follow-

ing best practices for ordinary direct coexistence simulations,37 we conduct enhanced coexistence

simulations in the NpxT ensemble (fluctuating box dimensions in the x-direction and constant area

in the yz-directions), with the box dimensions along the yz-directions set to the average equilibrium

values of the ice phase at the thermodynamic condition of the enhanced coexistence simulation.

Following this procedure, we prepared the enhanced coexistence simulations for the systems

12
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specified in Table II. In Fig. 5 we show the interfaces employed in our simulations with the oxygen

atoms colored using the environment similarity order parameter. We conducted enhanced coexis-

Ih

II

III
V

VI

FIG. 5. Initial ice-liquid coexistence configurations for different ice polymorphs. The color of oxygen

atoms is set using a strict threshold on the environment similarity order parameter (see Table I for a list of

thresholds), with red and blue corresponding to ice and liquid phases, respectively.

tence simulations using four walkers (four simultaneous simulations with different random seeds

that share the same bias potential). We first carried out 0.5 ns of sampling in the NpxT ensem-

ble with harmonic wall-bias potentials at the outer ice ranges (see Table II). This step allows the

coexistence configuration to relax toward the thermodynamically favored outer ice range, which

tends to speed up the convergence of the bias potential. After this step, the enhanced sampling

within the multiumbrella ensemble was initiated. The environments for the construction of the

collective variables were obtained using the Environment Finder software.38 We refer the reader

to our digital repository, which includes all the input files to reproduce our simulations, for further

details.

For the Gibbs-Duhem integration, we carried out a series of MD simulations, with an equili-

bration time of 0.125 ns followed by 0.375 ns of production simulation. To reduce the required

equilibration time, we used the final configuration of the previous integration step as the starting

configuration. For steep coexistence lines in the temperature and pressure plane (negative pres-

sure part of L-Ih; L-III, L-V, L-VI), the integration was carried out over the pressure using an

integration step of 0.0253 GPa and 0.0126 GPa for ice II and ice III, respectively. For near-flat

coexistence lines in the temperature and pressure plane (positive pressure part of Ih-L, Ih-III, II-Ih,

13
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TABLE II. System setup for enhanced coexistence simulations. We show the total number of water

molecules in the simulation box (NH2O), the length of the simulation cell vectors, and the range of ice-

like molecules sampled in the biased simulations.

NH2O box sides (nm3) ice range

Liquid-ice Ih 576 18x45x22 240-288

Liquid-ice II 864 23x21x43 405-459

Liquid-ice III 756 47x20x20 351-405

Liquid-ice V 672 19x47x18 336-392

Liquid-ice VI 1280 53x25x23 640-720

III-V, V-VI), the integration was instead carried out over the temperature with an integration step

of 5 K.

III. RESULTS

We carried out enhanced coexistence simulations at different temperatures along isobars. The

time evolution of the number of ice-like molecules for all simulations are reported in Sec. S2 of the

SI, but shares the essential features of the example provided in Fig. 4 for ice Ih. Each simulation

required different simulation times to reach adequate convergence. In detail, we performed four

parallel simulations lasting 5 ns for ice V, and 10 ns for ice Ih, II, III and VI.

The free-energy profiles for all the studied ice polymorphs and thermodynamic conditions are

reported Sec. S3 of the SI. Except for ice VI, we obtain approximately linear free-energy profiles as

in the example shown in Fig. 4(b). These free-energy profiles are characteristic of the continuous

or rough growth mechanism.39 For the (100) interface of ice VI (see Fig. 6), there is a clear

deviation from linearity and we observe a free-energy barrier to form the new layer of ice. This

free-energy profile is characteristic of the birth and spread growth mechanism.39. It is possible that

this mechanism is observed only for ice VI because the simulation cell is large enough to manifest

it. The nearly linear profiles for ice Ih, ice II, ice III, and ice V suggest that one may sample these

interfaces on smaller ice ranges than one layer, as done in the interface pinning method.18. This

may reduce the sampling time required to obtain the free-energy profiles and allows for using a

single umbrella potential. Nonetheless, by probing the collective variable on a full layer, we obtain

14
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FIG. 6. Free energy as a function of the number of ice-like molecules in the simulation box obtained from

enhanced coexistence simulations of ice VI and liquid water at 0.81 GPa and different temperatures.

information on the overall slope.

From the free-energy profile and error associated with each point, we determined the chemical

potential using an error-weighted linear least-squares fit. The estimated chemical potentials for

each ice polymorph as a function of temperature follow a linear behavior (see the example in

Fig. 4(c) and Sec. S4 of the SI) within a range of ∼25 K.

The melting points of the ice polymorphs at various pressures were calculated from linear fits

of the chemical potentials as a function of temperature as described in Sec. II and are listed in

Table S1 of the SI. The accuracy of our estimates can be assessed through comparisons with anal-

ogous results reported in the literature for TIP4P/Ice (see Table III). Our estimate of the melting

point of ice Ih at ambient pressure is 269.1 K, which is in close agreement with previous estimates,

deviating by 0.7 K from the value obtained from direct coexistence simulations using very large

system sizes.16 Although additional sampling could improve our estimate, we considered a devia-

tion smaller than 1 K to be sufficient for the purposes of this study. Furthermore, finite-size effects

can result in systematic errors of the same order of magnitude.40,41

Using the liquid-solid coexistence points, we traced the coexistence lines using the Gibbs-

Duhem integration method. While a single liquid-solid coexistence point per polymorph provides

sufficient information for the Gibbs-Duhem integration, we determined a total of 19 points to check

the internal consistency of our estimates. Fig. 7(a) shows the coexistence curves constructed start-

ing from the points reported in Table S1 of the SI. Also shown in Fig. 7(a) are the corresponding

coexistence lines reported in Refs. 42 and 46. With the exception of ice III, our results are in agree-
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TABLE III. Estimated melting point for the TIP4P/Ice model at ambient pressure compared to literature

values.

Method T/K

This work 269.1

Enhanced sampling (bulk)22 270(2)

Hamiltonian Gibbs-Duhem42,43 272(6)

Direct coexistence44 268(2)

Direct coexistence16 269.8(1)

Free surface45 271(1)

Experimental 273.15

ment with those reported in Ref. 42. The discrepancy found for ice III was already observed in

Ref. 46 which also reported new results for the liquid-ice III coexistence line that are in agreement

with our predictions. A similar discrepancy between thermodynamic integration and direct coex-

istence estimates of the liquid-ice III coexistence line was also observed for TIP4P/2005.16 We

suggest that the origin of the discrepancies seen in Fig. 7 for the liquid-ice III coexistence line lies

in the approximation adopted for the residual entropy of ice III in the Einstein molecule approach

used in Ref. 42. We also note that there is excellent agreement between the coexistence points

calculated here using biased coexistence simulations and the lines traced using the Gibbs-Duhem

integration, demonstrating the internal consistency of our calculations.

We calculated the full phase diagram of TIP4P/Ice using a series of Gibbs-Duhem integration

simulations starting from the triple points listed in Table IV. We note that, while the ice II-liquid

coexistence line is not present in the equilibrium phase diagram of water, its calculation is essential

to obtain the liquid-ice V-ice II triple point. The full phase diagram for TIP4P/Ice is shown in

Fig. 7(b). Compared to the phase diagram reported in Ref. 42, we observe a significant increase in

the size of the ice III stability region. A similar increase of the ice III stability region was reported

for TIP4P/2005 by Conde et al. when the phase diagram was computed using direct-coexistence

simulations instead of the Einstein molecule method.16

The topology of the TIP4P/Ice phase diagram predicted by our simulations is in qualitative

agreement with the experimental data, with the different phase regions being correctly located

with respect to each other. However, the large stability region occupied by ice III significantly

16
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TABLE IV. Estimated triple points for TIP4P/Ice phase diagram.

P/GPa T/K

Liquid - ice III - ice V 0.798 261.67

Liquid - ice Ih - ice II 0.216 240.49

Liquid - ice V - ice VI 0.840 263.02

Liquid - ice III - ice Ih 0.140 253.24

Liquid - ice II - ice V 0.550 250.40

Ice II - ice Ih - Ice III 0.203 106.04

Ice II - ice III - ice V 0.743 169.68

Ice II - ice V - ice VI 0.825 114.54
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FIG. 7. Phase diagram for TIP4P/Ice. (a) Our estimated liquid-ice melting points (crosses) and coex-

istence lines compared with coexistence lines obtained using the Einstein molecule method42 and di-

rect coexistence46. (b) Our estimated phase diagram for TIP4P/Ice compared with the phase diagram of

TIP4P/Ice computed using the Einstein molecule method and the experimental phase diagram of water.2

reduces the ability of TIP4P/Ice to reproduce the actual phase diagram of water. We suggest that

the presence of a large region of stability of ice III in the TIP4P/Ice model is likely due to the

explicit fit to the range of existence of ice III during the parameterization of the model.42
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IV. CONCLUSION

We have calculated the phase diagram of the TIP4P/Ice water model using enhanced coexis-

tence simulations. Our phase diagram differs from the previously published phase diagram by

having a substantially larger stability region for ice III. While the phase diagram that we have cal-

culated correctly positions the stability regions of each polymorph with respect to each other, the

qualitative agreement with experiments deteriorated with respect to the phase diagram reported in

Ref. 42. In spite of this shortcoming, the TIP4P/Ice model can still be considered one of the best

empirical potentials for water.

In computing the phase diagram of TIP4P/Ice, we have provided a state-of-the-art methodol-

ogy for determining complex phase diagrams. An important ingredient of our method is an order

parameter able to drive the growth and melting of all the ice polymorphs studied here. While the

Einstein crystal method, requiring about 8 ns for estimating the free energy per thermodynamic

state point,47,48 is somewhat faster than our methodology and direct coexistence, we highlight

several features that might provide advantages for our method over existing approaches. First,

compared to direct coexistence, our approach allows us not only to find coexistence points but

also to calculate differences in chemical potential that are crucial for assessing the stability of

phases. Second, the explicit simulation of the growth and melting process is useful to obtain in-

sight into these processes. For example, from the shape of the free-energy profiles we detected a

birth and spread growth mechanism for the (100) plane of ice VI. Third, our approach allows us

to systematically improve our estimates by extending the sampling time and, therefore, increasing

the number of instances of creation and destruction of a layer of ice until statistical convergence is

reached. This can be an advantage in small systems in which the accuracy of the direct coexistence

methodology is limited by the stochasticity of the growth and melting events. However, for small

systems, both the direct coexistence technique and our method would suffer from the same system-

atic finite-size effects in the melting points. Finally, compared to the Einstein crystal method, our

approach does not rely on approximations for the residual entropy associated with proton disorder

and can thus be used to study both proton-disordered and partially-proton-ordered ice polymorphs.

As such, our methodology fills a gap between the Einstein crystal method and direct coexistence,

by providing both free energy estimates without approximating proton disorder.

We have shown that we are able to study the phase diagram of water with individual simulations

lasting no longer than 5-10 ns. Therefore, the methodology is well suited for machine learning
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models of water trained on DFT calculations and data-driven many-body models such as MB-pol

which has shown a remarkable ability to reproduce the properties of liquid water and ice over a

wide range of thermodynamic conditions.49–56

V. SUPPLEMENTARY MATERIAL

Details about the environment similarity kernel for water and ice polymorphs. Additional anal-

yses of the coexistence between water and ice polymorphs, free energy differences, and chemical

potentials. List of melting points for the ice polymorphs. Gibbs-Duhem coexistence lines.
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