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#### Abstract

In this paper, a cooperative single carrier system comprising multiple cooperating remote radio heads (RRHs) and spatially distributed interferers is investigated. Due to the random location of the interferers within the communication range, a mixture of line-of-sight (LoS) and non-line-of-sight (nLoS) paths is considered in the channel model. Under a frequency selective fading channel with a mixture of the LoS and nLoS paths, the distributed cyclic delay diversity (dCDD) is employed to achieve the maximum transmit diversity gain without the exact knowledge of the channel state information at the transmitter side. It is shown that the operating signal-to-noise (SNR) regions are divided in two regions, i.e., noise-limited and interference-limited. In this paper, the main focus is on the interference-limited region, in which diversity gain is not achieved due to performance limits determined by system and channel parameters. The existence of these limits on performance metrics, such as the outage probability and ergodic capacity is derived analytically, and then verified by link-level simulations.


## Index Terms

Distributed CDD, LoS and nLoS paths, cyclic-prefixed single carrier transmission, interferers, outage probability, ergodic capacity.

## I. Introduction

When channel state information (CSI) is available at the transmitter, several transmit diversity schemes such as maximum ratio transmission (MRT) [1]-[3], distributed space-time coding (STC) [4], and space-time block coding (STBC) [5] have been investigated. It is known that a full rate orthogonal STBC does not exist for a general number of distributed transmitters. For a general number of single antenna equipped transmitters, a distributed MRT was proposed by [3]. Although an increased signal-to-noise ratio (SNR) can be achieved by the use of MRT over independent channels, acquiring CSI is a challenging task in distributed systems. As one of the countermeasures, an asynchronous non-coherent joint transmission from base stations (BSs) or distributed transmitters are considered

[^1]for orthogonal frequency division multiple access (OFDMA)-based wireless systems in [6] and [7]. Without a tight synchronization between BSs and transmitters, the same messages can be sent to the receiver.

As a more practical transmit diversity scheme, cyclic delay diversity (CDD) has been proposed, and has been widely used in practical orthogonal frequency division multiplexing (OFDM)-based wireless systems such as [8], [9], and [10]. CDD provides diversity benefits by enabling simultaneous multiple transmissions arriving at the CDDreceiver (CDD-RX), which combines the received signals with different cyclic delays. Without being aware of cyclic delays introduced by the transmitter, the CDD-RX can achieve diversity benefits. CDD introduces frequency selectivity in the considered cooperative wireless system, in which time variations due to the cyclic delay changes the frequency selectivity. Thus, the CDD scheme is based on the recognition that it improves the reliability of a message by transmitting over multiple communication channels having different channel characteristics. Although CDD requires a reduced complexity, in general, forward error correction (FEC) is also required to convert spatial diversity into frequency diversity.

Cyclic-prefixed single carrier (CP-SC) transmissions has been also proposed for several wireless systems [11] considering more practical issues such as peak-to-average ratio, power-backing off, and dynamic range of the linear amplifier [12]. For this transmissions, several works [13]-[16] have attempted to use CDD without considering of distributed CDD (dCDD). Only a recent work [17] proposes a dCDD scheme for a cooperative system with a set of spatially distributed single antenna equipped transmitters. Since dCDD converts the multiple-input and single-output channel into an intersymbol interference (ISI)-free single-input and single-output (SISO) channel, and this SISO channel is expressed by the right circulant matrix, two conditions are identified to make this channel matrix interference free from spatially distributed transmitters in frequency selective fading channels. Due to the ISI-free equivalent channel representation, the maximum diversity gain can be achieved from the channel and transmitter cooperation [17]. With the use of CP-SC transmissions, a full diversity gain can be achieved by using either best relaying selection [18] or best terminal selection [19]. However, only a single relay or user terminal (UT) is selected for transmission or reception, dCDD can provide a higher coding gain at the same full diversity gain, which overcomes the results of [14] that the full diversity gain is not achievable at a full transmission rate.

As a more realistic channel model, several works [20]-[23] consider a co-existence of line-of-sight (LoS) and non-line-of-sight (nLoS) paths between BSs and UT especially for mobile communications. In general, two and multi-slope path loss models were employed. And then, a stochastic geometry analysis was developed to see the combined impact of LoS and nLoS paths on performance metrics for the new path loss models. As a distance between the BS and UT increases, a higher chance of nLoS path may exist [22]. Thus, a linear LoS probability function was adapted by 3GPP [23] to model the co-existence of LoS and nLoS paths. Since we assume that multiple interferers are uniformly distributed within the communications range of the considered cooperative system, we use a very similar path loss model between the CDD-RX and interferers [24]. Most of the recent works in [25] and [26] have mainly focused on coverage probability for a non cooperative system. In contrast, this paper considers dCDD-based transmit diversity, and specifies the spatially averaged signal-to-interference-plus-noise ratio (SA-SINR). Based on this new quantity, this paper analyzes the outage probability and ergodic capacity of the CP-SC system with dCDD in the frequency selective fading channel.

Utilizing the benefit of CP-SC transmissions, this paper investigates radio remote head (RRH) cooperation controlled by the control unit (CU). The CU controls RRHs either transmit the same information data to the CDD-RX over a frequency selective fading channel by assigning a different CDD delay to each RRHs or refrain from transmission if a RRH is not selected for CDD operation. The number of RRHs that apply CDD is limited due to construction of the ISI-free transmission, in which a fixed symbol block size and the maximum number of multipath components jointly determine the maximum CDD RRHs.

For this cooperative CP-SC system, we assume that multiple interferers are co-existed in the system. These interferers are assumed to be distributed uniformly and independently within the communications range, so that we adapt co-existing LoS and nLoS channels over the links from interferers to the CDD-RX. Since this paper assumes spatially distributed interferers, it is necessary to investigate the spatially averaged performance metrics.

Comparing with existing work, our main contributions are summarized as follows.

- We consider a finite-sized CP-SC system due to a limited number of RRHs for dCDD operation. With this restriction, it is necessary to use a mathematical analysis fit to finite-sized cooperative systems. However, in general, dCDD provides a better performance over other finite-sized cooperative systems [18], [19] that use only one opportunistically chosen node. For the considered system, we also investigate the impact of spatially distributed interferers on the performance metrics. However, the system model is not limited in terms of the number of RRHs and interferers. Any number of RRHs and interferers can be supported by the proposed system.
- We employ a channel model, which is somewhat similar to [20]-[23]. The co-existence of LoS and nLoS paths is modeled by using a fading time-share factor [24] that follows a binary Bernoulli process. The use of a new channel model for dCDD scheme is another difference from the work [17].
- We provide an analytical framework taking into account a different degree of RRH cooperation via dCDD, frequency selectivity, spatially distributed interference over the co-existing LoS and nLoS paths, in analyzing performance of the dCDD-based CP-SC system. For this new system, a new expression for the SA-SINR is derived. After then, its probability density function (PDF) and cumulative distribution function (CDF) are derived for the computation of the performance metrics. Although dCDD provides the maximum diversity with CP-SC transmissions in the interference-free scenario, it is an open problem to investigate the achievable diversity gain in the presence of a new type of interference. It is also an open problem to understand the effect of different degrees of $\operatorname{LoS}$ and $n \operatorname{LoS}$ path mixture on the diversity gain and ergodic capacity.
- We analyze the achievable diversity gain in noise and interference-limited regions separately. From this analysis, we derive the limits on the outage probability and ergodic capacity in the interference-limited region. For various system and channel parameters, we verify their accuracy from the link-level simulations. Although noise-limited and interference-limited regions are considered for the coverage probability analysis in [26], the system model is different from what we have investigated in this paper. In addition, [26] does not conduct performance analysis as this paper.


## A. Organization

The rest of the paper is organized as follows. In Section II, we first detail the system and channel model of the dCDD-based CP-SC system. After defining random quantities and deriving their distributions, performance analysis of the considered system is conducted in Section III. Simulation results are presented in Section IV and conclusions are drawn in Section V.

## B. Notation

$\mathbb{R}_{+}$denotes the set of positive real numbers; $\mathbb{N}_{0}$ denotes the set of non-negative integers; $\mathbb{C}$ denotes the set of complex numbers; $\mathcal{C N}\left(\mu, \sigma^{2}\right)$ denotes the circularly symmetric complex Gaussian distribution with the mean $\mu$ and the variance $\sigma^{2} ; B(a)$ denotes the binary Bernoulli process with a probability $a ; F_{\varphi}(\cdot)$ and $f_{\varphi}(\cdot)$, respectively, denote the CDF and PDF of the random variable $(\mathrm{RV}) \varphi ; E\{\cdot\}$ denotes expectation. In addition, $\binom{n_{1}}{n_{2}} \triangleq \frac{n_{1}!}{n_{2}!\left(n_{1}-n_{2}\right)!}$ denotes the binomial coefficient. A length of a vector $\boldsymbol{a}$ is denoted by $\mathbb{L}(\boldsymbol{a})$; For a set of continuous random variables, $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}, x_{(i)}$ denotes the $i$ th largest random variable.

## II. System and Channel Model



Fig. 1. Block diagram of the considered dCDD-based cooperative CP-SC system with spatially distributed interferers.

A block diagram of the considered cooperative CP-SC system is provided in Fig. 1. We assume that a cooperative communication system comprising a controller or CU connected to $M$ single antenna equipped RRHs,
$\left\{\mathrm{RRH}_{m}\right\}_{m=1}^{M}$, via dedicated highly reliable backhaul connections, $\left\{b_{m}\right\}_{m=1}^{M}$, [7]. The CU forms an information data and controls RRHs to transmit the information data simultaneously using dCDD [17], so that any data decoding is not accomplished at the RRHs. A circular shaped communication range of radius $R$ is formed around the single antenna equipped CDD-RX for cooperative communications between RRHs and CDD-RX with an aid from the CU, within which multiple single antenna equipped interferers (INTs) are spatially distributed uniformly and independently. To transmit the same information data from the RRHs, we assume that RRHs synchronize the operations by operating on a universal clock at the controller using signals from a Global Navigation Satellite System (GNSS) (e.g., GPS, Galileo, Glonass, QZSS, etc.). We also assume half-duplex transceivers, so that all the nodes are allowed to either send or receive data at a time. One of the unique features of dCDD is the integration of an RRH selection mechanism to achieve the diversity gain without requiring the exact channel state information at the transmitting side comprising the CU and RRHs. An investigation of its effect on the transmit diversity gain in the presence of a newly defined spatially distributed interference is the open question that we want to solve in this paper. To provide an insightful answer, we assume that RRHs are distributed at the same distance from the CDD-RX.

Compared with large-scale systems [20]-[22], this paper investigates only a finite-sized cooperative system comprising a fixed number of RRHs for the dCDD, and a fixed number of interferers. However, this system is scalable independent of the number of RRHs and interferers. Although many RRHs can support cooperative communications at a time, only a limited number of RRHs can be selected for dCDD to make interference free reception at the CDD-RX. This will be explained later.

Since RRH cooperation is usually optimized through channels connecting the CDD-RX, the set of frequency selective fading channels from the RRHs to the CDD-RX is assumed to be composed of LoS path, whereas the set of channels over the links from $Q$ interferers to the CDD-RX is assumed to be comprising LoS and nLoS paths [20]-[23] due to their stochastic random location.

For the proposed system, we further assume the following channels and transmission schemes. By employing appropriate channel sounding scheme or channel reciprocity [27], [28], the CDD-RX is able to know the maximum number of multipath components over the channels from RRHs to the CDD-RX. Without specific description, we assume that the channel estimate is very reliable, and any impairment from the channel estimate is not considered. Thus, we do not make a distinction between actual channel and its estimate in the sequel.

## A. Channels from RRHs to the CDD-RX

A multipath channel, $\boldsymbol{h}_{k}$, from the $k$ th RRH to the CDD-RX is given by

$$
\begin{equation*}
\boldsymbol{h}_{k}=\sqrt{\alpha_{h, \mathrm{~L}}} \tilde{\boldsymbol{h}}_{k, \mathrm{~L}} \tag{1}
\end{equation*}
$$

where $\tilde{\boldsymbol{h}}_{k, \mathrm{~L}}$ denotes frequency selective fading for $\boldsymbol{h}_{k}$ with $N_{h} \triangleq \mathbb{L}\left(\tilde{\boldsymbol{h}}_{k, \mathrm{~L}}\right)$ multipath components. A distancedependent path loss exponent is used to model large scale fading as $\alpha_{h, \mathrm{~L}}=R^{-\epsilon_{\mathrm{L}}}$ with the LoS path loss exponent $\epsilon_{\mathrm{L}}$ and distance $R$ from the RRHs to CDD-RX. We assume that RRH cooperation is mainly accomplished in the presence of LoS channels. Due to an assumption that the RRHs are distributed at the same distance from the

CDD-RX, we assume an independent and identically distributed (i.i.d.) frequency selective fading with an identical large scale fading across over the channels from the RRHs to CDD-RX.

## B. Channels from interferers to the CDD-RX

A channel from the $q$ th interferer to CDD-RX is given by

$$
\begin{equation*}
\boldsymbol{j}_{q}=\mathbb{I}_{j, \mathrm{~L}} \sqrt{\alpha_{j_{q, \mathrm{~L}}}} \tilde{\boldsymbol{j}}_{q, \mathrm{~L}}+\mathbb{I}_{j, \mathrm{~nL}} \sqrt{\alpha_{j_{q, \mathrm{~nL}}}} \tilde{\boldsymbol{j}}_{q, \mathrm{~nL}} \tag{2}
\end{equation*}
$$

where $\tilde{\boldsymbol{j}}_{q, \mathrm{~L}}$ and $\tilde{\boldsymbol{j}}_{q, \mathrm{~nL}}$, respectively, identify frequency selective fading for LoS and nLoS paths with $\left(N_{j, \mathrm{~L}}\right)_{q} \triangleq \mathbb{L}\left(\tilde{\boldsymbol{j}}_{q, \mathrm{~L}}\right)$ and $\left(N_{j, \mathrm{~nL}}\right)_{q} \triangleq \mathbb{L}\left(\tilde{\boldsymbol{j}}_{q, \mathrm{~nL}}\right)$. In (2), complementary indicator functions $\mathbb{I}_{j, \mathrm{~L}}$ and $\mathbb{I}_{j, \mathrm{~nL}}$ are used to model co-existing $\operatorname{LoS}$ and nLoS by a time-share factor, $0 \leq \mathcal{F} \leq 1$, as follows:

$$
\begin{equation*}
\mathbb{I}_{j, \mathrm{~nL}} \sim B(\mathcal{F}) \text { and } \mathbb{I}_{j, \mathrm{~L}} \triangleq 1-\mathbb{I}_{j, \mathrm{~nL}} \sim B(1-\mathcal{F}) \tag{3}
\end{equation*}
$$

which specifies that for a fraction of time $\mathcal{F}$, a channel $\boldsymbol{j}_{q}$ introduces the nLoS path with a frequency selective fading, whereas for a fraction of time $1-\mathcal{F}$, a channel $\boldsymbol{j}_{q}$ introduces the $\operatorname{LoS}$ path with a frequency selective fading. A constant time-share for LoS and nLoS paths is assumed during transmissions over the channels from the interferers to CDD-RX. For large scale fading, we also assume that $\alpha_{j_{q, \mathrm{~L}}}=\left(d_{q}\right)^{-\epsilon_{\mathrm{L}}}$ and $\alpha_{j_{q, \mathrm{~nL}}}=\left(d_{q}\right)^{-\epsilon_{\mathrm{nL}}}$ for distance $d_{q} \in(0, R)$ from the $q$ th interferer to the CDD-RX.

## C. dCDD for CP-SC Transmissions

Different number of multipath components is more realistic. However, its relevant closed-form expressions for the performance metrics do not exist, in general. Also, this paper mainly investigates foundational insights into the dCDD performance in the presence of the interferers. From these reasons, we assume i.i.d. frequency selective fading channels from the interferers to CDD-RX.

We also assume that single carrier transmissions with the use of the cyclic prefix ${ }^{1}$ [18] are used by every nodes in the system. To remove ISI due to a multipath channel, the last $N_{p}$ modulation symbols from a transmission symbol block $s \in \mathbb{C}^{B \times 1}$ are appended to the front of $s$ [17]. The size of the transmission symbol block $s$ is denoted by $B$. We assume that $E\{s\}=\mathbf{0}$ and $E\left\{\|s\|^{2}\right\}=\boldsymbol{I}_{B}$. According to [17], dCDD is a transmit diversity scheme that converts the multiple-input and single-output (MISO) channels into the SISO channels for CP-SC transmissions [16]. To make an ISI-free right circulant channel matrix, the CP length, $N_{p}$, and the $i$ th CDD delay, $\Delta_{i}$, need to be designed efficiently by the following two conditions [17]:

$$
\begin{align*}
N_{p} & \geq N_{h}  \tag{4}\\
\Delta_{i} & =(i-1) N_{p} \tag{5}
\end{align*}
$$

Based on (4) and (5), the maximum allowable number of RRHs for dCDD operation is determined by

$$
\begin{equation*}
K=\left\lfloor\frac{B}{N_{p}}\right\rfloor \tag{6}
\end{equation*}
$$

[^2]where $\lfloor\cdot\rfloor$ denotes the floor function.
Since we assume $M \geq K$ RRHs in the considered system, the CU needs to select only $K$ CDD RRHs ${ }^{2}$. A detailed description about RRH selection with its accompanying interactive operation between the CCD-RX and CU for dCDD operation is available in [17], so that we do not provide it in this paper. In summary, we can achieve the maximum diversity gain without explicit CSI feeding back from the CDD-RX to the CU and RRHs. That is, the employed dCDD operation allows the distributed cooperative system to achieve transmit diversity without requiring CSI at the CU and RRHs.


Fig. 2. Block diagram of dCDD operation at the $k$ th $\mathrm{RRH}, \mathrm{RRH}_{k}$.

Due to dCDD operation, the received signal at the CDD-RX, after removing the CP signal, is given by

$$
\begin{equation*}
\boldsymbol{r}=\sqrt{P_{s} \alpha_{h, \mathrm{~L}}} \sum_{k=1}^{K} \tilde{\boldsymbol{H}}_{(M-K+k), \mathrm{L}} \underbrace{\boldsymbol{P}_{B}^{\Delta_{k}} \boldsymbol{s}}_{\triangleq \tilde{\boldsymbol{s}}_{k}}+\sqrt{P_{J}} \sum_{q=1}^{Q} \boldsymbol{J}_{q} \boldsymbol{x}_{J, q}+\boldsymbol{z}_{R} \tag{7}
\end{equation*}
$$

where the transmission power allocated at all the RRHs is $P_{s}, \tilde{\boldsymbol{H}}_{(M-K+k), \mathrm{L}}$ is the right circulant matrix specified by the $(M-K+k)$ th LoS channel $\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}$ and $\boldsymbol{P}_{B}^{\Delta_{k}}$ is the permutation shifting matrix ${ }^{3}$, which is obtained from the identity matrix $I_{B}$ by circularly shifting down by $\Delta_{k}$. The additive noise over the desired channels is denoted by $\boldsymbol{z}_{R} \sim \mathcal{C N}\left(\mathbf{0}, \sigma_{z}^{2} \boldsymbol{I}_{B}\right)$. Since the CU prevents non-selected RRHs from transmissions for dCDD operation, the CDD-RX does not experience interference from non-selected RRHs, whereas $Q$ interferers interfere the CDD-RX since they are not controlled by the CU. Similar to the type of $\tilde{\boldsymbol{H}}_{(M-K+k), \mathrm{L}}, \boldsymbol{J}_{q}$ is also a right circulant matrix which is mainly specified by $\boldsymbol{j}_{q}$. Interfering symbol block from the $q$ th interferer is given by $\boldsymbol{x}_{J, q}$ with $E\left\{\boldsymbol{x}_{J, q}\right\}=\mathbf{0}$ and $E\left\{\boldsymbol{x}_{J, q} \boldsymbol{x}_{J, q}^{H}\right\}=\boldsymbol{I}_{B}, \forall q$. The transmission power allocated to the all interferers is denoted by $P_{J}$.

Further by applying (4) and (5), (7) can be rewritten as follows:

$$
\begin{equation*}
\boldsymbol{r}=\boldsymbol{H}_{\mathrm{CDD}} \boldsymbol{s}+\sqrt{P_{J}} \sum_{q=1}^{Q} \boldsymbol{J}_{q} \boldsymbol{x}_{J, q}+\boldsymbol{z}_{R} \tag{8}
\end{equation*}
$$

where $\boldsymbol{H}^{\mathrm{CDD}}$ is an equivalent channel matrix comprising the frequency fading channels from the $K$ CDD RRHs to CDD-RX. Its first column vector is specified as follows:

$$
\boldsymbol{h}^{\mathrm{CDD}} \triangleq \sqrt{P_{s} \alpha_{h, \mathrm{~L}}}\left[\left(\tilde{\boldsymbol{h}}_{(M-K+1), \mathrm{L}}\right)^{T}, \mathbf{0}_{1 \times\left(N_{\max }-N_{h}\right)},\left(\tilde{\boldsymbol{h}}_{(M-K+2), \mathrm{L}}\right)^{T}, \mathbf{0}_{1 \times\left(N_{\max }-N_{h}\right)}, \ldots\right.
$$

[^3]\[

$$
\begin{equation*}
\left.\left(\tilde{\boldsymbol{h}}_{(M), \mathrm{L}}\right)^{T}, \mathbf{0}_{1 \times\left(N_{\max }-N_{h}\right)}\right]^{T} \in \mathbb{C}^{B \times 1} \tag{9}
\end{equation*}
$$

\]

which shows an ISI-free equivalent channel vector composed by $K$ independent channels. By specifying $\boldsymbol{h}^{\mathrm{CDD}}$, an equivalent channel matrix $\boldsymbol{H}_{\mathrm{CDD}}$ can be exactly determined.

## III. Performance Analysis

From (7) and (8), the signal-to-interference-plus-noise ratio (SINR) is given by

$$
\begin{align*}
\gamma_{\mathrm{SINR}} & \triangleq \frac{P_{s} \alpha_{h, \mathrm{~L}} \sum_{k=1}^{K}\left\|\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}\right\|^{2}}{P_{J} \sum_{q=1}^{Q}\left\|\boldsymbol{j}_{q}\right\|^{2}+\sigma_{z}^{2}}=\frac{P_{s} \tilde{\alpha}_{h, \mathrm{~L}} \sum_{k=1}^{K}\left\|\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}\right\|^{2}}{\tilde{P}_{J} \sum_{q=1}^{Q}\left\|\boldsymbol{j}_{q}\right\|^{2}+1} \\
& =\frac{S}{J+1} \tag{10}
\end{align*}
$$

where $\tilde{\alpha}_{h, \mathrm{~L}} \triangleq \frac{\alpha_{h, \mathrm{~L}}}{\sigma_{z}^{2}}, S \triangleq P_{s} \tilde{\alpha}_{h, \mathrm{~L}} \sum_{k=1}^{K}\left\|\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}\right\|^{2}, \tilde{P}_{J} \triangleq \frac{P_{J}}{\sigma_{z}^{2}}$, and $J \triangleq \tilde{P}_{J} \sum_{q=1}^{Q}\left\|\boldsymbol{j}_{q}\right\|^{2}$. Note that by using the QRD-M detector [29], [30], we can obtain (10).

To understand the statistical properties of the SINR, we need to prepare the distributions of a channel power, co-existing with $\operatorname{LoS}$ and nLoS paths.

## A. Distributions relevant to co-existing LoS and nLoS paths

We first derive the distribution of the interfering channel power in the following Proposition.
Proposition 1: Due to co-existing independent LoS and nLoS paths, the power of a particular interfering channel, $J_{q} \triangleq\left\|\boldsymbol{j}_{q}\right\|^{2}$, has the CDF as follows:

$$
\begin{equation*}
F_{J_{q}}(x)=(1-\mathcal{F}) F_{\alpha_{j_{q, \mathrm{~L}}}\left\|\tilde{\boldsymbol{j}}_{q, \mathrm{~L}}\right\|^{2}}(x)+\mathcal{F} F_{\alpha_{j_{q, \mathrm{~nL}} \|}\left\|\tilde{\boldsymbol{j}}_{q, \mathrm{~nL}}\right\|^{2}}(x) \tag{11}
\end{equation*}
$$

where $F_{\alpha_{j_{q, \mathrm{~L}}}\left\|\tilde{\boldsymbol{j}}_{q, \mathrm{~L}}\right\|^{2}}(x)$ and $F_{\alpha_{j_{q, \mathrm{~nL}}}\left\|\tilde{\boldsymbol{j}}_{q, \mathrm{~nL}}\right\|^{2}}(x)$ are, respectively, CDFs of $\alpha_{j_{q, \mathrm{~L}}}\left\|\tilde{\boldsymbol{j}}_{q, \mathrm{~L}}\right\|^{2}$ and $\alpha_{j_{q, \mathrm{~nL}}}\left\|\tilde{\boldsymbol{j}}_{q, \mathrm{~nL}}\right\|^{2}$.
Proof: Using the properties of binary Bernoulli process, we can easily verify (11).
For frequency selective fading channels, the CDF of $J_{q}$ can be expressed as

$$
\begin{equation*}
F_{J_{q}}(x)=(1-\mathcal{F})\left(1-e^{-x / \alpha_{j_{q, \mathrm{~L}}}} \sum_{l=0}^{\left(N_{j, \mathrm{~L}}\right)_{q}-1} \frac{1}{l!}\left(\frac{x}{\alpha_{j_{q, \mathrm{~L}}}}\right)^{l}\right)+\mathcal{F}\left(1-e^{-x / \alpha_{j_{q, \mathrm{~nL}}}} \sum_{l=0}^{\left(N_{j, \mathrm{~nL}}\right)_{q}} \frac{1}{l!}\left(\frac{x}{\alpha_{j_{q, \mathrm{~nL}}}}\right)^{l}\right) \tag{12}
\end{equation*}
$$

Similarly, having applied the i.i.d. frequency selective fading channel assumption, we can have the CDF of $J$ as

$$
\begin{equation*}
F_{J}(x)=1-(1-\mathcal{F})\left(e^{-x / \tilde{P}_{J} \alpha_{j, \mathrm{~L}}} \sum_{l=0}^{Q N_{j, \mathrm{~L}}-1} \frac{1}{l!}\left(\frac{x}{\tilde{P}_{J} \alpha_{j, \mathrm{~L}}}\right)^{l}\right)+\mathcal{F}\left(e^{-x / \tilde{P}_{J} \alpha_{j, \mathrm{~nL}}} \sum_{l=0}^{Q N_{j, \mathrm{~nL}}} \frac{1}{l!}\left(\frac{x}{\tilde{P}_{J} \alpha_{j, \mathrm{~nL}}}\right)^{l}\right) \tag{13}
\end{equation*}
$$

## B. Distributions of the SA-SINR

To compute the distributions of the SA-SINR over the interferers placed at random within the communication range, we define the following quantities:

$$
\begin{equation*}
\mathbb{X} \triangleq\left\{\mathbb{X}_{j} \triangleq\left\{\boldsymbol{j}_{q}\right\}_{q=1}^{Q}, \mathbb{A}_{j} \triangleq\left\{\alpha_{j, \mathrm{~L}}, \alpha_{j, \mathrm{~nL}}\right\}\right\} \tag{14}
\end{equation*}
$$

which denotes the set of small and large scale fading over the channels from $Q$ interferers to the CDD-RX.

The CDF of the $\gamma_{\text {SINR }}, F_{\gamma_{\text {SINR }}}(x)$, is given by

$$
\begin{align*}
F_{\gamma_{\mathrm{SINR}}}(x) & =\operatorname{Pr}\left(\gamma_{\mathrm{SINR}}<x\right)=E_{\mathbb{X}}\left\{F_{S}((J+1) x \mid J)\right\} \\
& =E_{\mathbb{A}_{j}}\left\{E_{\mathbb{X}_{j}}\left\{F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)\right\}\right\} \tag{15}
\end{align*}
$$

where $F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)$ is the conditional CDF, from which we can derive the desired CDF of the $\gamma_{\text {SINR }}$. According to [17], $F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)$ is given by

$$
\begin{equation*}
F_{S}(x(J+1))=1-\Psi\left(M, K, N_{h}\right)\left[\frac{B_{1}}{\Gamma(f)} \Gamma_{u}\left(f, \frac{(J+1) x}{\tilde{\alpha}_{h}}\right)+\frac{B_{2}}{\Gamma(f)} \Gamma_{u}\left(f, \frac{(J+1) x}{\beta \tilde{\alpha}_{h}}\right)\right] \tag{16}
\end{equation*}
$$

where $\Gamma(\cdot)$ and $\Gamma_{u}(\cdot, \cdot)$ denote the complete gamma and upper incomplete gamma functions, respectively. Additional others terms are defined as follows:

$$
\begin{align*}
\Psi\left(M, K, N_{h}\right) \triangleq & \frac{M}{\Gamma\left(N_{h}\right)}\binom{M-1}{K} \sum_{p=0}^{M-K-1}\binom{M-K-1}{p}(-1)^{p} \sum_{\substack{q_{1}, \ldots, q_{N_{h}} \\
q_{1}+q_{2}+\ldots+q_{N_{h}}=p}} \frac{p!}{q_{1}!q_{2}!\ldots q_{N_{h}}!} \\
& \sum_{\substack{l_{1}, \ldots, l_{N_{h}} \\
l_{1}+\ldots+l_{N_{h}}=K}} \frac{K!}{l_{1}!l_{2}!\ldots l_{N_{h}}!} \prod_{t_{1}=0}^{N_{h}-1}\left(\frac{1}{t_{1}!}\right)^{q_{t_{1}+1}} \prod_{t_{2}=0}^{N_{h}-1}\left(\frac{1}{t_{2}!}\right)^{l_{t_{2}+1}} \Gamma\left(\tilde{l}+\tilde{q}+N_{h}\right) \\
& (1+p+K)^{-\tilde{l}-\tilde{q}-N_{h}}, \\
B_{1} \triangleq & \sum_{f=1}^{m_{1}}(-1)^{m_{1}-f} \beta^{m_{1}-f}(1-\beta)^{-m_{1}-m_{2}+f}\binom{m_{1}+m_{2}-f-1}{m_{1}-f}, \text { and } \\
B_{2} \triangleq & \sum_{f=1}^{m_{2}}(-1)^{m_{2}-f} \beta^{m_{1}-f}(\beta-1)^{-m_{1}-m_{2}+f} \beta^{f}\binom{m_{1}+m_{2}-f-1}{m_{2}-f} . \tag{17}
\end{align*}
$$

In (16), we have defined $\beta \triangleq \frac{K}{1+p+K}, m_{1} \triangleq N_{h} K-\tilde{l}, m_{2} \triangleq \tilde{l}+\tilde{q}+N_{h}, \tilde{q} \triangleq \sum_{t=0}^{N_{h}-1} t q_{t+1}$ for a nonnegative integer set $\left\{q_{1}, q_{2}, \ldots, q_{N_{h}}\right\}$ satisfying the condition $\sum_{k=1}^{N_{h}} q_{k}=p$ and $\tilde{l} \triangleq \sum_{t=0}^{N_{h}-1} t l_{t+1}$ for another non-negative integer set $\left\{l_{1}, l_{2}, \ldots, l_{N_{h}}\right\}$ satisfying the condition $\sum_{k=1}^{N_{h}} l_{k}=K$.

Now using $F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)$, and the set of frequency selective fading channels $\left\{\boldsymbol{j}_{q}\right\}_{q=1}^{Q}$, the SA-CDF of the $\gamma_{\mathrm{SINR}}$ achievable by the employed dCDD in the presence of spatially distributed interferers is provided in the following theorem.

Theorem 1: The SA-CDF of the SINR in i.i.d. frequency selective fading channels is given by

$$
\begin{aligned}
F_{\gamma_{\mathrm{SNR}}}(x)= & 1-\Psi\left(M, K, N_{h}\right)\left[\sum _ { l _ { a } = 0 } ^ { f - 1 } \frac { B _ { 1 } x ^ { l _ { a } } e ^ { - x / \tilde { \alpha } _ { h } } } { \Gamma ( l _ { a } + 1 ) ( \tilde { \alpha } _ { h } ) ^ { l _ { a } } } \sum _ { w = 0 } ^ { l _ { a } } ( \begin{array} { c } 
{ l _ { a } } \\
{ w }
\end{array} ) \left[\frac{(1-\mathcal{F}) \Gamma\left(w_{1}\right)}{\Gamma\left(N_{j, 1}\right)\left(\tilde{P}_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}}}{\epsilon_{\mathrm{L}} f_{a, 1}}\left(\frac{x}{\tilde{\alpha}_{h}}\right)^{-w_{1}}\right.\right. \\
& { }_{2} F_{1}\left(f_{a, 1}, w_{1} ; f_{c, 1} ;-1 /\left(f_{f, 1} x\right)\right)+\frac{\mathcal{F} \Gamma\left(w_{2}\right)}{\Gamma\left(N_{j, 2}\right)\left(\tilde{P}_{J}\right)^{N_{j, 2}}} \frac{2 R^{\epsilon_{\mathrm{nL}} N_{j, 2}}}{\epsilon_{\mathrm{nL}} f_{a, 2}}\left(\frac{x}{\tilde{\alpha}_{h}}\right)^{-w_{2}} \\
& \left.{ }_{2} F_{1}\left(f_{a, 2}, w_{2} ; f_{c, 2} ;-1 /\left(f_{f, 2} x\right)\right)\right]+ \\
& \sum_{l_{a}=0}^{f-1} \frac{B_{2} x^{l_{a}} e^{-\frac{x}{\alpha_{h}}}}{\Gamma\left(l_{a}+1\right)\left(\beta \tilde{\alpha}_{h}\right)^{l a}} \sum_{w=0}^{l_{a}}\binom{l_{a}}{w}\left[\frac{(1-\mathcal{F}) \Gamma\left(w_{1}\right)}{\Gamma\left(N_{j, 1}\right)\left(\tilde{P}_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}}}{\epsilon_{\mathrm{L}} f_{a, 1}}\left(\frac{x}{\beta \tilde{\alpha}_{h}}\right)^{-w_{1}}\right.
\end{aligned}
$$

$$
\begin{align*}
& { }_{2} F_{1}\left(f_{a, 1}, w_{1} ; f_{c, 1} ;-1 /\left(f_{f, 3} x\right)\right)+\frac{\mathcal{F} \Gamma\left(w_{2}\right)}{\Gamma\left(N_{j, 2}\right)\left(\tilde{P}_{J}\right)^{N_{j, 2}}} \frac{2 R^{\epsilon_{\mathrm{nL}} N_{j, 2}}}{\epsilon_{\mathrm{nL}} f_{a, 2}}\left(\frac{x}{\beta \tilde{\alpha}_{h}}\right)^{-w_{2}} \\
& \left.\left.{ }_{2} F_{1}\left(f_{a, 2}, w_{2} ; f_{c, 2} ;-1 /\left(f_{f, 4} x\right)\right)\right]\right] \\
= & 1-\tilde{F}_{\gamma \mathrm{SINR}}(x) . \tag{18}
\end{align*}
$$

Proof: See appendix A.
In (18), ${ }_{2} F_{1}(\cdot, \cdot, \cdot, \cdot)$ denotes the Gauss hypergeometric function [31, eq. (9.111)]. In addition, we have defined $N_{j, 1} \triangleq Q N_{j, \mathrm{~L}}, N_{j, 2} \triangleq Q N_{j, \mathrm{~nL}}, w_{1} \triangleq w+Q N_{j, \mathrm{~L}}, w_{2} \triangleq w+Q N_{j, \mathrm{~nL}}, f_{a, 1} \triangleq Q N_{j, \mathrm{~L}}+2 / \epsilon_{\mathrm{L}}$, $f_{a, 2} \triangleq Q N_{j, \mathrm{~nL}}+2 / \epsilon_{\mathrm{nL}}, f_{c, 1} \triangleq Q N_{j, \mathrm{~L}}+2 / \epsilon_{\mathrm{L}}+1, f_{c, 2} \triangleq Q N_{j, \mathrm{~nL}}+2 / \epsilon_{\mathrm{nL}}+1, f_{f, 1} \triangleq \frac{\tilde{P}_{J}}{R^{\epsilon_{\mathrm{L}} \tilde{\alpha}_{h}}, f_{f, 2} \triangleq \frac{\tilde{P}_{J}}{R^{\epsilon_{\mathrm{nL}}} \tilde{\alpha}_{h}}, ~, ~, ~, ~}$ $f_{f, 3} \triangleq \frac{\tilde{P}_{J}}{R^{\epsilon} \mathrm{L} \beta \tilde{\alpha}_{h}}$, and $f_{f, 4} \triangleq \frac{\tilde{P}_{J}}{R^{\epsilon_{\mathrm{n} \mathrm{L}} \beta \tilde{\alpha}_{h}}}$.

Note that Theorem 1 provides a general analytical framework considering a time share factor $\mathcal{F}$ for LoS and nLoS paths due to stochastic random location of the interferers within the communication range. Thus, this new expression for the CDF of the SA-SINR can be used for a wide range of scenarios with frequency selective fading channels, arbitrary-degree of RRH cooperation via dCCD operation, time-share factor for LoS and nLoS paths, number of interferers, interference power, and size of communication range. This theorem also shows that the CDF of the SA-SINR is expressed by the sum of the Gauss hypergeometric functions.

## C. Outage Probability and diversity gain analysis

From (10), two regions can be distinguishable depending on the magnitude of $J$.

1) Noise-Limited Region: When $J \ll 1$, an influence of interference compared with that of the noise can be negligible, so that the outage probability at a particular value, $o_{\mathrm{th}}$, that is causing the outage, is given by

$$
\begin{equation*}
P_{\text {ouage }}^{\mathrm{NL}}\left(o_{\text {th }}\right)=F_{s}\left(o_{\text {th }}\right) \tag{19}
\end{equation*}
$$

It was proven by [17] that the maximum diversity gain can be achievable with

$$
\begin{equation*}
G_{d}=M N_{h} \tag{20}
\end{equation*}
$$

That is, the number of multipath elements over the desired channels from the RRHs to CDD-RX and the total number of RRHs in the system determine the diversity gain. Note that a cell association scheme is proposed in [26] which uses either the strongest average received power or the strongest instantaneous SINR. This is the case with $K=1$ of the dCDD scheme. Thus, when the proposed dCDD is utilized in the cell association, then a higher coverage probability can be obtained.
2) Interference-Limited Region: In this region, the influence of interference is larger than that of the noise, so that (10) can be approximated as follows:

$$
\gamma_{\mathrm{SINR}} \triangleq \frac{P_{s} \alpha_{h, \mathrm{~L}} \sum_{k=1}^{K}\left\|\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}\right\|^{2}}{P_{J} \sum_{q=1}^{Q}\left\|\boldsymbol{j}_{q}\right\|^{2}+\sigma_{z}^{2}}
$$

$$
\begin{equation*}
\approx \frac{P_{s} \alpha_{h, \mathrm{~L}} \sum_{k=1}^{K}\left\|\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}\right\|^{2}}{P_{J} \sum_{q=1}^{Q}\left\|\boldsymbol{j}_{q}\right\|^{2}} \tag{21}
\end{equation*}
$$

which shows that diversity gain cannot be achievable when $P_{J}$ is fixed independent of the noise power. Thus, we can summarize the achievable diversity gain in the following corollary.

Corollary 1: In the interference-limited region, the asymptotic outage probability floor limits the asymptotic outage probability, and is given by

$$
\begin{align*}
P_{\text {outage }}^{\mathrm{LL}}\left(o_{\text {th }}\right)= & 1-\Psi\left(M, K, N_{h}\right)\left[\sum _ { l _ { a } = 0 } ^ { f - 1 } \frac { B _ { 1 } } { \Gamma ( l _ { a } + 1 ) } \left[\frac{(1-\mathcal{F}) \Gamma\left(l_{a}+N_{j, 1}\right)}{\Gamma\left(N_{j, 1}\right)\left(P_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}}}{\epsilon_{\mathrm{L}} N_{j, 1}+2}\left(\frac{o_{\text {th }}}{\alpha_{h}}\right)^{-N_{j, 1}}\right.\right. \\
& { }_{2} F_{1}\left(f_{a, 1}, l_{a}+N_{j, 1} ; f_{c, 1} ;-1 /\left(f_{f, 1} o_{\mathrm{th}}\right)\right)+\frac{\mathcal{F} \Gamma\left(l_{a}+N_{j, 2}\right)}{\Gamma\left(N_{j, 2}\right)\left(P_{J}\right)^{N_{j, 2}}} \frac{2 R_{\mathrm{n}}^{\epsilon_{\mathrm{n}} N_{j, 2}}}{\epsilon_{\mathrm{nL}} N_{j, 2}+2}\left(\frac{o_{\text {th }}}{\tilde{\alpha}_{h}}\right)^{-N_{j, 2}} \\
& \left.{ }_{2} F_{1}\left(f_{a, 2}, l_{a}+N_{j, 2} ; f_{c, 2} ;-1 /\left(f_{f, 2} o_{\text {th }}\right)\right)\right]+ \\
& \sum_{l_{a}=0}^{f-1} \frac{B_{2}}{\Gamma\left(l_{a}+1\right)}\left[\frac{(1-\mathcal{F}) \Gamma\left(l_{a}+N_{j, 1}\right)}{\Gamma\left(N_{j, 1}\right)\left(P_{J}\right)^{N_{j, 1}}} \frac{2 R_{\mathrm{L}} \epsilon_{\mathrm{L}} N_{j, 1}+2}{\left.\epsilon_{j, 1}+\frac{o_{\text {th }}}{\beta \alpha_{h}}\right)^{-N_{j, 1}}}\right. \\
& { }_{2} F_{1}\left(f_{a, 1}, l_{a}+N_{j, 1} ; f_{c, 1} ;-1 /\left(f_{f, 3} o_{\text {th }}\right)\right)+\frac{\mathcal{F} \Gamma\left(l_{a}+N_{j, 2}\right)}{\Gamma\left(N_{j, 2}\right)\left(P_{J}\right)^{N_{j, 2}}} \frac{2 R_{\mathrm{n}}^{\epsilon_{\mathrm{nL}} N_{j, 2}}}{\epsilon_{\mathrm{nL}} N_{j, 2}+2}\left(\frac{o_{\text {th }}}{\beta \alpha_{h}}\right)^{-N_{j, 2}} \\
& \left.\left.{ }_{2} F_{1}\left(f_{a, 2}, l_{a}+N_{j, 2} ; f_{c, 2} ;-1 /\left(f_{f, 4} O_{\text {th }}\right)\right)\right]\right] . \tag{22}
\end{align*}
$$

Proof: This can be readily obtained from Theorem 1.
Although ${ }_{2} F_{1}\left(a_{1}, a_{2} ; b_{1} ; z\right){ }_{\alpha}^{z \rightarrow \infty} z^{-\min \left(a_{1}, a_{2}\right)}$, it is not able to be used in the interference-limited region due to a fixed argument of $z$ in (22). However, we can see that $P_{\text {outage }}^{\mathrm{L}}\left(o_{\text {th }}\right)$ has no dependency on the noise power in the expression, so that this corollary verifies that the dCDD-based CP-SC system cannot achieve the diversity gain in the interference-limited region, whereas it is achievable only in the noise-limited region. Parameters, such as the degrees of RRH cooperation, number of multipath components, number of interferers, interference power, timeshare factor for LoS and nLoS paths, interference power, size of the communication range, and pathloss exponent jointly determine the floor on the outage probability.

## D. Generalized Bivariate Meijer G-function

For the following set of parameters

$$
\begin{align*}
& \mathbb{X}_{a} \triangleq\left[a_{1}, \ldots, a_{p_{1}}\right], \mathbb{X}_{b} \triangleq\left[b_{1}, \ldots, b_{q_{1}}\right], \\
& \mathbb{X}_{c} \triangleq\left[c_{1}, \ldots, c_{p_{2}}\right], \mathbb{X}_{d} \triangleq\left[d_{1}, \ldots, d_{q_{2}}\right], \\
& \mathbb{X}_{e} \triangleq\left[e_{1}, \ldots, e_{p_{3}}\right], \text { and } \mathbb{X}_{f} \triangleq\left[f_{1}, \ldots, f_{q_{3}}\right] \tag{23}
\end{align*}
$$

we define the generalized bivariate Meijer G-function [32, eq. (07.34.21.0081.01)] and [33] as follows:

$$
G_{p_{1}, q_{1}: p_{2}, q_{2} ; p_{3}, q_{3}}^{m_{1}, 0: n_{3}}\left(x, y \left\lvert\, \begin{array}{c|c|c}
\mathbb{X}_{a} & \mathbb{X}_{c} & \mathbb{X}_{e} \\
\mathbb{X}_{b} & \mathbb{X}_{d} & \mathbb{X}_{f}
\end{array}\right.\right)=
$$

$$
\begin{gather*}
\frac{1}{(2 \pi i)^{2}} \int_{L_{1}} \int_{L_{2}} \frac{\prod_{j=1}^{m_{1}} \Gamma\left(a_{j}+s+t\right) \prod_{j=1}^{m_{2}} \Gamma\left(1-c_{j}+s\right) \prod_{j=1}^{n_{2}} \Gamma\left(d_{j}-s\right)}{\prod_{j=m_{1}+1}^{p_{1}} \Gamma\left(1-a_{j}-s-t\right) \prod_{j=1}^{q_{1}} \Gamma\left(b_{j}+s+t\right) \prod_{j=m_{2}+1}^{p_{2}} \Gamma\left(c_{j}-s\right)} \\
\frac{\prod_{j=1}^{m_{3}} \Gamma\left(1-e_{j}+t\right) \prod_{j=1}^{n_{3}} \Gamma\left(f_{j}-t\right)}{\prod_{j=n_{2}+1}^{q_{2}} \Gamma\left(1-d_{j}+s\right) \prod_{j=m_{3}+1}^{p_{3}} \Gamma\left(e_{j}-t\right) \prod_{j=n_{3}+1}^{q_{3}} \Gamma\left(1-f_{j}+t\right)} x^{s} y^{t} \mathrm{~d} s \mathrm{~d} t . \tag{24}
\end{gather*}
$$

In (24), $L_{1}$ and $L_{2}$ are contours in the s-plane and t-plane, respectively. Using either available Mathematica or Matlab codes in [33, Table II] and [34], respectively, it is possible to get an analytic performance for a set of particular system parameters. However, since the Mathematica code available in [33, Table II] is not working for all the system parameters, we have updated its closed contours $L_{1}$ and $L_{2}$ based on those specified in [34]. This provides a reliable generalized bivariate Meijer G-function for all the considered simulation cases.

## E. Ergodic Capacity

Using (18), the ergodic capacity is defined by [35]

$$
\begin{align*}
C & =\frac{1}{\log (2)} \int_{0}^{\infty} \frac{1-F_{\gamma_{\mathrm{SINR}}}(x)}{1+x} d x \\
& =\frac{1}{\log (2)} \int_{0}^{\infty} \frac{\tilde{F}_{\gamma_{\mathrm{SNR}}}(x)}{1+x} d x . \tag{25}
\end{align*}
$$

With the help from the existing expression for the CDF of the SA-SINR, the closed-form expression for the ergodic capacity can be provided in the following theorem.

Theorem 2: The employed dCDD-based CP-SC system achieves the ergodic capacity expressed by (26) in i.i.d. frequency selective fading channels over the links from the $Q$ interferers to CCD-RX.

$$
\begin{align*}
& C=\frac{\Psi\left(M, K, N_{h}\right)}{\log (2)}\left[\sum _ { l _ { a } = 0 } ^ { f - 1 } \sum _ { w = 0 } ^ { l _ { a } } ( \begin{array} { c } 
{ l _ { a } } \\
{ w }
\end{array} ) \left[\frac{B_{1}(1-\mathcal{F})}{\Gamma\left(N_{j, 1}\right)\left(\tilde{P}_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}} \tilde{\alpha}_{h}}{\epsilon_{\mathrm{L}}}\right.\right. \\
& G_{1,0: 1,1,1: 2,2}^{1,0: 1,12,1}\left(\begin{array}{c|c|c|c}
\tilde{\alpha}_{h}, \tilde{\alpha}_{h} f_{f, 1} & w_{1}-l_{a} & 0 & 1, f_{c, 1} \\
\cdot & 0 & f_{a, 1}, w_{1}
\end{array}\right)+\frac{\mathcal{F}}{\Gamma\left(N_{j, 2}\right)\left(\tilde{P}_{J}\right)^{N_{j, 2}}} \frac{2 R^{\epsilon_{\mathrm{nL}} N_{j, 2}} \tilde{\alpha}_{h}}{\epsilon_{\mathrm{nL}}} \\
& \left.G_{1,0: 1,1: 12,2}^{1,0: 1,12,1}\left(\tilde{\alpha}_{h}, \tilde{\alpha}_{h} f_{f, 2} \left\lvert\, \begin{array}{c|c|c|c}
w_{2}-l_{a} & 0 & 1, f_{c, 2} \\
f_{a, 2}, w_{2}
\end{array}\right.\right)\right]+\sum_{l_{a}=0}^{f-1} \sum_{w=0}^{l_{a}}\binom{l_{a}}{w}\left[\frac{B_{2}(1-\mathcal{F})}{\Gamma\left(N_{j, 1}\right)\left(\tilde{P}_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}} \beta \tilde{\alpha}_{h}}{\epsilon_{\mathrm{L}}}\right. \\
& G_{1,0: 1,1: 2,2}^{1,0: 1,2: 2,2}\left(\beta \tilde{\alpha}_{h}, \beta \tilde{\alpha}_{h} f_{f, 3} \left\lvert\, \begin{array}{c|c|c}
w_{1}-l_{a} & 0 & 1, f_{c, 1} \\
f_{a, 1}, w_{1}
\end{array}\right.\right)+\frac{\mathcal{F}}{\Gamma\left(N_{j, 2}\right)\left(\tilde{P}_{J}\right)^{N_{j, 2}}} \frac{2 R^{\epsilon_{\mathrm{nL}} N_{j, 2} \beta} \tilde{\alpha}_{h}}{\epsilon_{\mathrm{nL}}} \\
& \left.\left.G_{1,0: 1,1: 2,2}^{1,0: 1,2,2,1}\left(\beta \tilde{\alpha}_{h}, \beta \tilde{\alpha}_{h} f_{f, 4} \left\lvert\, \begin{array}{c|c|c}
w_{2}-l_{a} & 0 & 1, f_{c, 2} \\
. & 0 & f_{a, 2}, w_{2}
\end{array}\right.\right)\right]\right] . \tag{26}
\end{align*}
$$

Proof: See Appendix B.

## F. Ergodic Capacity Bound in Interference-Limited Region

In the noise-limited region, the PDF of the SINR can be approximated as

$$
\begin{equation*}
\gamma_{\mathrm{SNR}}^{\mathrm{NL}} \approx P_{s} \tilde{\alpha}_{h, \mathrm{~L}} \sum_{k=1}^{K}\left\|\tilde{\boldsymbol{h}}_{(M-K+k), \mathrm{L}}\right\|^{2} \tag{27}
\end{equation*}
$$

$$
\begin{align*}
C^{\mathrm{LL}}= & \frac{\Psi\left(M, K, N_{h}\right)}{\log (2)}\left[\sum _ { l _ { a } = 0 } ^ { f - 1 } \frac { B _ { 1 } } { \Gamma ( l _ { a } + 1 ) } \left[\frac{(1-\mathcal{F}) \Gamma\left(l_{a}+N_{j, 1}\right)}{\Gamma\left(N_{j, 1}\right)\left(P_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}}}{\epsilon_{\mathrm{L}} N_{j, 1}+2} \frac{\left.\tilde{\alpha}_{h}\right)^{N_{j, 1}}}{} \frac{N_{j, 1}+2 / \epsilon_{\mathrm{L}}}{\Gamma\left(l_{a}+N_{j, 1}\right)}\right.\right. \\
& G_{3,3}^{3,2}\left(f_{f, 1} \left\lvert\, \begin{array}{c}
1, N_{j, 1}, 1+N_{j, 1}+2 / \epsilon_{\mathrm{L}} \\
N_{j, 1}+2 / \epsilon_{\mathrm{L}}, l_{a}+N_{j, 1}, N_{j, 1}
\end{array}\right.\right)+\frac{\mathcal{F}\left(l_{a}+N_{j, 2}\right)}{\Gamma\left(N_{j, 2}\right)\left(P_{J}\right)^{N_{j, 2}}} \frac{2 R^{\epsilon_{\mathrm{nL}} N_{j, 2}\left(\tilde{\alpha}_{h}\right)^{N_{j, 2}}}}{\epsilon_{\mathrm{nL}} N_{j, 2}+2} \\
& \left.G_{3,3}^{3,2}\left(f_{f, 2} \left\lvert\, \begin{array}{c}
1, N_{j, 2}, 1+N_{j, 2}+2 / \epsilon_{\mathrm{nL}} \\
N_{j, 2}+2 / \epsilon_{\mathrm{nL}}, l_{a}+N_{j, 2}, N_{j, 2}
\end{array}\right.\right)\right]+ \\
& \sum_{l_{a}=0}^{f-1} \frac{B_{2}}{\Gamma\left(l_{a}+1\right)}\left[\frac{(1-\mathcal{F}) \Gamma\left(l_{a}+N_{j, 1}\right)}{\Gamma\left(N_{j, 1}\right)\left(P_{J}\right)^{N_{j, 1}}} \frac{2 R^{\epsilon_{\mathrm{L}} N_{j, 1}}\left(\beta \tilde{\alpha}_{h}\right)^{N_{j, 1}}}{\epsilon_{\mathrm{L}} N_{j, 1}+2} \frac{N_{j, 1}+2 / \epsilon_{\mathrm{L}}}{\Gamma\left(l_{a}+N_{j, 1}\right)}\right. \\
& G_{3,3}^{3,2}\left(f_{f, 3} \left\lvert\, \begin{array}{c}
1, N_{j, 1}, 1+N_{j, 1}+2 / \epsilon_{\mathrm{L}} \\
N_{j, 1}+2 / \epsilon_{\mathrm{L}}, l_{a}+N_{j, 1}, N_{j, 1}
\end{array}\right.\right)+\frac{\mathcal{F} \Gamma\left(l_{a}+N_{j, 2}\right)}{\Gamma\left(N_{j, 2}\right)\left(P_{J}\right)^{N_{j, 2}}} \frac{2 R^{\epsilon_{\mathrm{nL}} N_{j, 2}\left(\beta \tilde{\alpha}_{h}\right)^{N_{j, 2}}}}{\epsilon_{\mathrm{nL}} N_{j, 2}+2} \\
& \left.\left.G_{3,3}^{3,2}\left(f_{f, 4} \left\lvert\, \begin{array}{l}
1, N_{j, 2}, 1+N_{j, 2}+2 / \epsilon_{\mathrm{nL}} \\
N_{j, 2}+2 / \epsilon_{\mathrm{nL}}, l_{a}+N_{j, 2}, N_{j, 2}
\end{array}\right.\right)\right]\right] . \tag{31}
\end{align*}
$$

with its PDF given by

$$
\begin{equation*}
f_{\gamma_{\mathrm{SNR}}}(x)=\frac{1}{\tilde{\alpha}_{h}} \Psi\left(M, K, N_{h}\right)\left[\frac{B_{1}}{\Gamma(f)}\left(\frac{x}{\tilde{\alpha}_{h}}\right)^{f-1} e^{-\frac{x}{\alpha_{h}}}+\frac{B_{2}}{\Gamma(f)}\left(\frac{x}{\beta \alpha}\right)^{f-1} e^{-\frac{x}{\beta \alpha_{h}}}\right] . \tag{28}
\end{equation*}
$$

Thus, we can readily derive the ergodic capacity, which is defined by

$$
\begin{equation*}
C^{\mathrm{NL}}=\frac{1}{\log (2)} \int_{0}^{\infty} \log (1+x) f_{\gamma_{\mathrm{SLR}}^{\mathrm{NR}}}(x) d x . \tag{29}
\end{equation*}
$$

With some manipulations, we derive it as follows:

$$
C^{\mathrm{NL}}=\frac{\Psi\left(M, K, N_{h}\right)}{\log (2)}\left[\frac{B_{1}}{\Gamma(f)} G_{3,1}^{2,3}\left(\tilde{\alpha}_{h} \left\lvert\, \begin{array}{c}
1-f, 1,1  \tag{30}\\
1,0
\end{array}\right.\right)+\frac{B_{2} \beta}{\Gamma(f)} G_{3,1}^{2,3}\left(\begin{array}{l|c}
\beta \tilde{\alpha}_{h} & 1-f, 1,1 \\
1,0
\end{array}\right)\right] .
$$

Note that as SNR increases, we can see an increase in the ergodic capacity due to an increased received signal power. However, in the interference-limited region, it is upper bounded by the limit, which is derived in the following corollary.

Corollary 2: As SNR increases, the influence from the noise becomes negligible, so that the ergodic capacity is upper bounded by the limit, caused by interference, and is given by (31) at the next page.

Proof: We first use $F_{\gamma \operatorname{SNR}}^{\mathrm{IL}}(x)$, which can be inferred from (22). And then by applying similar manipulations that we have used in the previous derivations, we can obtain an analytic expression for an upper bound on the ergodic capacity.

Although Corollary 2 verifies that $C^{\mathrm{LL}}$ is expressed by a combination of Meijer-G functions, it is constant with respect to the noise power. Other parameters, such as the degrees of RRH cooperation, number of multipath
components, number of interferers, interference power, time-share factor for LoS and nLoS paths, and pathloss exponent jointly influence the magnitude of $C^{\mathrm{IL}}$.

## IV. Simulations

In the simulations, we assume that

- $B=192$ and $N_{p}=64$, so that $K=3$ is the maximum number of RRH for dCDD operation.
- Quadrature phase-shift keying (QPSK) modulation is used.
- Path-loss exponents are respectively assumed to be $\epsilon_{\mathrm{L}}=2.09$, and $\epsilon_{\mathrm{nL}}=3.75$, for $\operatorname{LoS}$ and nLoS paths [23].
- The transmission power is assumed to be $P_{s}=1$ at the all RRHs.
- As a particular example, we assume a fixed number of multipath componenets over the interfering channels as $N_{j, \mathrm{~L}}=2$ and $N_{j, \mathrm{~nL}}=3$.
- CDD-RX is placed at the center of a circular shaped communication range of radius $R$. The extended radius is denoted by $R_{\Delta}$.

The curves obtained via link-level simulations are denoted by Ex. Analytical performance curves are denoted by An. The SNR threshold causing an outage is fixed at $o_{\mathrm{th}}=1 \mathrm{~dB}$.

## A. Outage Probability



Fig. 3. Outage probability for various scenarios at a fixed value of $\left(Q=5, \mathcal{F}=1.0, N_{h}=2\right)$.

In Fig. 3, we verify the derivation for the outage probability for various cases. We assume $M=3$ RRHs in the system, and $K=3$ RRHs at maximum are selected for dCDD operation. We can observe from this figure that as $K$ increases a lower outage probability can be obtained due to an increase in the received signal power at the CDD-RX. In addition, $P_{J}$ is one of the key parameters that determines the outage probability. For various values of $P_{J}$ and different degrees of RRH cooperation, we can see a good matching between the exact outage probability and that of the analytic derivation.

In Fig. 4, we investigate the effect of $R_{\Delta}$ on the outage probability. For fixed values of $\left(M=3, N_{h}=2, N_{j, \mathrm{~L}}=\right.$ $2, N_{j, \mathrm{~nL}}=3, P_{J}=-20 \mathrm{~dB}, \mathcal{F}=0.6$ ), we jointly investigate the effects of $K, Q$, and $R_{\Delta}$ on the outage probability. We can see that up to $R_{\Delta}=9 R$, the extended radius $R_{\Delta}$ does not impact the accuracy of the derivation. In addition, as $Q$ increases, a higher outage probability is obtained due to the presence of a stronger interference. With the same other simulation parameters except $K$, a lower outage probability can be achievable as $K$ increases since the received signal power can be increased at the CDD-RX.


Fig. 4. Outage probability for various values of $R_{\Delta}, Q$, and $K$.

Thus, in the sequel, we will mainly use the analytical expression to evaluate the performance of the proposed system. However, as SNR increases, the outage probability approaches the outage probability floor. This will be investigated next.


Fig. 5. Outage probability for various scenarios at a fixed value of $\mathcal{F}=0.6$.

In Fig. 5, at a fixed value of $\left(M=3, K=2, P_{J}=-20 \mathrm{~dB}, \mathcal{F}=0.6\right)$, we investigate the impact of several system parameters on the outage probability, for example, the number of interfereres, $Q$, number of multipath components, $N_{h}$, and different size of the communication range, $R$. As SNR increases, the effect from the noise becomes disappear, so that the system enters interference-limited region. As verified by Corollary 1, in interferencelimited region, the outage probability is limited by the outage floor determined by system parameters. We can see a lower outage probability as either of RRH cooperation, the number of multipath channel elements over the RRHs to the CDD-RX, or the communication range, $R$, increases. Also, as either of the number of interferers or a power allocated to interferers decreases, a lower outage probability is obtained. Especially, the size of the communication range is more significant than other parameters due to the path-loss exponent. In addition, in the noise-limited region, diversity gain is $G_{d}=M N_{h}$, so that it is independent of $Q$ and $R$. By comparing $P_{\text {outage }}^{\mathrm{NL}}\left(o_{\mathrm{th}}\right)$ with other curves, we can justify this diversity gain.

To investigate the diversity gain in detail, we use various values of $\mathcal{F}$ and $K$ for the system with $M=3, Q=5$, $N_{h}=2, N_{j, \mathrm{~L}}=3$, and $N_{j, \mathrm{~nL}}=3$. At a fixed value of $P_{J}=-20 \mathrm{~d} B$, outage probabilities are plotted in the $\log _{10}-\log _{10}$ scale.

From Fig. 6, we can summarize the observation as follows:

- Two distinctive regions, i.e., noise-limited region and interference-limited region are noticeable.
- In the interference-limited region, the outage probability is almost identical to $P_{\text {outage }}^{\mathrm{IL}}\left(o_{\mathrm{th}}\right)$, and the slope of


Fig. 6. Outage probability for various scenarios.
the outage probability becomes zero. That is, the maximum diversity gain is not achievable.

- Diversity gain, $G_{d}=M N_{h}$, is achievable only in the noise-limited region. By measuring the slopes using $-\log _{10}\left(P_{\text {outage }}^{\text {NL }}\left(o_{\text {th }}\right)\right)$, we can see that $G_{d} \approx 6$ for $M=3$ and $N_{h}=2$. The diversity gain achievable by dCDD is independent of the number of RRHs for CDD operation. Comparing $-\log _{10}\left(P_{\text {outage }}^{\mathrm{NL}}\left(o_{\text {th }}\right)\right)$ with $K=2$ and $K=3$, a same slope is measured. The number of interferers has no effect on the diversity gain, whereas it affects the outage probability floor. As it increases, it lowers the the outage probability floor. Thus, the diversity gain depends on the total number of RRHs in the system. As the communication range, $R$, increases, a lower outage probability floor, is obtained. As $R$ increases, channel power from the interferers and RRHs to the CDD-Rx is decreasing. However, the loss from the desired channel power loss is more critical.

Fig. 7 shows the outage probability in the interference-limited region for various values of $M, K$, and $R$. We used fixed values of $N_{h}=2, N_{j, \mathrm{~L}}=3$, and $N_{j, \mathrm{~nL}}=3$. In general, as $\mathcal{F}$ increases, a lower $P_{\text {outage }}^{\mathrm{IL}}\left(o_{\text {th }}\right)$ is obtained. In addition, as $R$ increases, a lower $P_{\text {outage }}^{\mathrm{IL}}\left(o_{\mathrm{th}}\right)$ is obtained. At the same degrees of RRH cooperation, a more number of RRHs results in a lower $P_{\text {outage }}^{\mathrm{IL}}\left(o_{\text {th }}\right)$. As $\mathcal{F}$ increases, NLoS path has a more selection in time than $\operatorname{LoS}$ path. Since the nLoS path loss exponent is bigger than that of the LoS path, interference power will be decreased. Thus, at the same condition with other parameters, this results in a lower outage probability.

In Fig. 8, we examine the accuracy of the approximation made in (27) for the outage probability. In this simulation, we use the fixed values of $\left(M=3, N_{h}=2, \mathrm{SNR}=33 \mathrm{~dB}, \mathcal{F}=0.6\right)$.


Fig. 7. Outage probability in interference-limited region for various scenarios.


Fig. 8. Outage probability for various values of $R_{\Delta}, K$, and $Q$.

From this figure, we can observe that the approximation accuracy mainly depends on the outage probability in the noise-limited region. That is, $P_{J}$ is proportional to the outage probability. For example, since $K=3$ with $R_{\Delta}=6$ provides a lower outage probability than that of $K=3$ with $R_{\Delta}=9$, this requires 15 dB less $P_{J}$ to achieve a very accurate approximation. Similarly, $K=3$ with $Q=2$ and $R_{\Delta}=6$ requires 5 dB less $P_{J}$ to achieve a very accurate approximation than that of $K=3$ with $Q=5$ and $R_{\Delta}=6$. Thus, the size of the extended radius, $R_{\Delta}$, number of RRHs for dCDD, $K$, number of multipath components, and number of interferers, $Q$, jointly determine $P_{J}$ in achieving an accurate approximation.

## B. Ergodic Capacity

We investigate the impact of several parameters on the ergodic capacity. In Fig. 9, we first compare the analytic


Fig. 9. Ergodic capacity for a different value of $\mathcal{F}$ at a fixed value of $\left(M=3, N_{h}=2, K=1, Q=5, P_{J}=-20 \mathrm{~dB}\right)$.
ergodic capacity with its corresponding exact ergodic capacity for different values of $\mathcal{F}$. For a fixed ( $M=3, K=$ $\left.1, Q=5, P_{J}=-20 \mathrm{~d} B\right)$, we can see a good matching between them. As SNR increases, the ergodic capacity approaches the limit or ceiling, denoted by $C^{\mathrm{IL}}$. As in the outage probability, we can see different results in two distinct regions. They are respectively expressed by $C^{\mathrm{NL}}$ and $C^{\mathrm{LL}}$. The ergodic capacity follows $C^{\mathrm{NL}}$ at first in a lower SNR region, but it is finally upper bounded by $C^{\mathrm{LL}}$. In the sequel, we will mainly use the exact ergodic capacity in the forthcoming ergodic capacity analysis.


Fig. 10. Ergodic capacity for various values of $M$ and $Q$ at a fixed value of $\left(N_{h}=2, K=1, \mathcal{F}=0.2, P_{J}=-10 \mathrm{~dB}\right)$.

In Fig. 10, we investigate the effect of the total number of RRHs, $M$, and the number of interferers, $Q$, in the system at a fixed value of $\left(N_{h}=2, K=1, \mathcal{F}=0.2, P_{J}=-10 \mathrm{~dB}\right)$. From this figure, we can see that a more number of RRHs in the system results in a larger ergodic capacity and ergodic capacity limit. A more number of interferers results in a lower ergodic capacity.

In Fig. 11, we investigate the impact of the number of RRHs, $M$, number of multipath elements for interfering channels, $\left(N_{j, \mathrm{~L}}, N_{j, \mathrm{~nL}}\right)$, SNR, and RRH cooperation, $K$, as a function of $\mathcal{F}$. At a lower SNR region, the effect of $\mathcal{F}$ does not make significant differences in the ergodic capacity. However, its effect becomes significant as the SNR increases. In this particular scenario, the number of multipath elements, $\left(N_{j, \mathrm{~L}}, N_{j, \mathrm{~nL}}\right)$, makes a minor difference, for example, $\left(N_{j, \mathrm{~L}}=2, N_{j, \mathrm{~nL}}=3\right)$ vs. $\left(N_{j, \mathrm{~L}}=3, N_{j, \mathrm{~nL}}=3\right)$. At the same SNR, a more RRH cooperation results in a higher ergodic capacity. Since dCDD applies the opportunistic RRH selection using the channel magnitude, a more number of RRHs results in a higher ergodic. In general, as $\mathcal{F}$ increases, a higher ergodic capacity is obtained since a more fraction of time select nLoS path whose pathloss exponent is bigger than that of the LoS path.

## V. Conclusions

In this paper, we have investigated the effects of spatially distributed interferers and coexisting LoS and nLoS paths on the outage probability and ergodic capacity of a single carrier system that applies dCDD. For this more realistic channel environment, we have derived the SA-CDF of the SINR, and then derived the closed-form expressions for


Fig. 11. Ergodic capacity for a different value of $\mathcal{F}$ at a fixed value of $\left(M=3, N_{h}=2, Q=2, P_{J}=-10 \mathrm{~dB}\right)$.
the outage probability and ergodic capacity. From the derivations and system level simulations, we have verified the existence of two distinguishable regions, noise-limited and interference-limited regions, in which different performance behaviors occurred. Especially, only in the noise-limited region, a desirable diversity gain is achievable depending on the total number of RRHs and the number of multipath components. In contrast, performance limits in the outage probability, and ergodic capacity are intrinsic in the interference-limited region. Thus, the maximum diversity gain is not achievable. It can be shown that the most efficient way to improve the performance in the interference-limited case is to use as many as RRHs for dCDD operation whenever they are supported by dCDD. For a fixed frequency selective fading channel environment, this can be possible by using a larger size of the symbol block for transmissions.

## Appendix A: Derivation of Theorem 1

If we express the upper incomplete gamma function in terms of series expansions [31, eq. (8.352.2)], then we can see that $F_{S}(x)$ is proportional to a term $e^{-\tilde{a} x} x^{\tilde{m}}$ for $\tilde{a} \in \mathbb{R}_{+}$and $\tilde{m} \in \mathbb{N}_{0}$, we will mainly focus on the computation related with this in the sequel.

$$
\begin{equation*}
F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right) \propto x^{\tilde{m}} e^{-\tilde{a}(J+1) x}(J+1)^{\tilde{m}}=x^{\tilde{m}} \sum_{q=0}^{\tilde{m}}\binom{\tilde{m}}{q} e^{-\tilde{a}(J+1) x} J^{q} \tag{A.1}
\end{equation*}
$$

The PDF of $J$ is given by

$$
\begin{equation*}
f_{J}(x)=(1-\mathcal{F}) \frac{e^{-x / \tilde{P}_{J} \alpha_{j, \mathrm{~L}}} x^{Q N_{j, \mathrm{~L}}-1}}{\Gamma\left(Q N_{j, \mathrm{~L}}\right)\left(\tilde{P}_{J} \alpha_{j, \mathrm{~L}}\right)^{Q N_{j, \mathrm{~L}}}}+\mathcal{F} \frac{e^{-x / \tilde{P}_{J} \alpha_{j, \mathrm{~nL}}} x^{Q N_{j, \mathrm{~nL}}-1}}{\Gamma\left(Q N_{j, \mathrm{~nL}}\right)\left(\tilde{P}_{J,} \alpha_{j, \mathrm{~nL}}\right)^{Q N_{j, \mathrm{~nL}}}} \tag{A.2}
\end{equation*}
$$

Applying (A.2), $E_{\mathbb{X}_{j}}\left\{F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)\right\}$ is given by

$$
\begin{gather*}
E_{\mathbb{X}_{j}}\left\{F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)\right\} \propto x^{\tilde{m}} \sum_{q=0}^{\tilde{m}}\binom{\tilde{m}}{q} e^{-\tilde{a} x}[\frac{(1-\mathcal{F})}{\Gamma\left(Q N_{j, \mathrm{~L}}\right)\left(\tilde{P}_{J} \alpha_{j, \mathrm{~L}}\right)^{Q N_{j, \mathrm{~L}}}} \underbrace{\int_{0}^{\infty} e^{-y\left(\tilde{a} x+1 / \tilde{P}_{J} \alpha_{j, \mathrm{~L}}\right)} y^{q+Q N_{j, \mathrm{~L}}-1} d y}_{K_{1}}+ \\
\frac{\mathcal{F}}{\Gamma\left(Q N_{j, \mathrm{~nL}}\right)\left(\tilde{P}_{J} \alpha_{j, \mathrm{~nL}}\right)^{Q N_{j, \mathrm{~nL}}} \underbrace{\int_{0}^{\infty} e^{-y\left(\tilde{a} x+1 / \tilde{P}_{J} \alpha_{j, \mathrm{~nL}}\right)} y^{p+Q N_{j, \mathrm{~nL}}-1} d y}_{K_{2}}] .} . \tag{A.3}
\end{gather*}
$$

In (A.3), $K_{1}$ and $K_{2}$ are respectively given by

$$
\begin{align*}
& K_{1}=\Gamma\left(q+Q N_{j, \mathrm{~L}}\right)\left(\tilde{a} x+\frac{1}{\tilde{P}_{J} \alpha_{j, \mathrm{~L}}}\right)^{-\left(q+Q N_{j, \mathrm{~L}}\right)}  \tag{A.4}\\
& K_{2}=\Gamma\left(q+Q N_{j, \mathrm{~nL}}\right)\left(\tilde{a} x+\frac{1}{\tilde{P}_{J} \alpha_{j, \mathrm{~nL}}}\right)^{-\left(q+Q N_{j, \mathrm{~nL}}\right)} \tag{A.5}
\end{align*}
$$

Thus, the terms inside of brackets [•] in (A.3) are evaluated as

$$
\begin{gather*}
{[.]=\frac{(1-\mathcal{F}) \Gamma\left(q+Q N_{j, \mathrm{~L}}\right)}{\Gamma\left(Q N_{j, \mathrm{~L}}\right)\left(\tilde{P}_{J} \alpha_{j, \mathrm{~L}}\right)^{Q N_{j, \mathrm{~L}}}}\left(\tilde{a} x+\frac{1}{\tilde{P}_{J} \alpha_{j, \mathrm{~L}}}\right)^{-\left(q+Q N_{j, \mathrm{~L}}\right)}+\frac{\mathcal{F} \Gamma\left(q+Q N_{j, \mathrm{~nL}}\right)}{\Gamma\left(Q N_{j, \mathrm{~nL}}\right)\left(\tilde{P}_{J} \alpha_{j, \mathrm{~nL}}\right)^{Q N_{j, \mathrm{~nL}}}}} \\
\left(\tilde{a} x+\frac{1}{\tilde{P}_{J} \alpha_{j, \mathrm{~nL}}}\right)^{-\left(q+Q N_{j, \mathrm{~nL}}\right)} \tag{A.6}
\end{gather*}
$$

which is alternatively expressed as follows by applying expressions for $\alpha_{j_{t, \mathrm{~L}}}$ and $\alpha_{j_{t, \mathrm{~nL}}}$

$$
\begin{align*}
& {[.]=\frac{(1-\mathcal{F}) \Gamma\left(q+Q N_{j, \mathrm{~L}}\right)(d)^{Q N_{j, \mathrm{~L}} \epsilon_{\mathrm{L}}}}{\Gamma\left(Q N_{j, \mathrm{~L}}\right)\left(\tilde{P_{J}}\right)^{Q N_{j, \mathrm{~L}}}}\left(\tilde{a} x+\frac{(d)^{\epsilon_{\mathrm{L}}}}{\tilde{P}_{J}}\right)^{\left(q+Q N_{j, \mathrm{~L}}\right)}+\frac{\mathcal{F} \Gamma\left(q+Q N_{j, \mathrm{~nL}}\right)(d)^{Q N_{j, \mathrm{~nL}} \epsilon_{\mathrm{nL}}}}{\Gamma\left(Q N_{j, \mathrm{~nL}}\right)\left(\tilde{P}_{J}\right)^{Q N_{j, \mathrm{~nL}}}}} \\
& \left(\tilde{a} x+\frac{(d)^{\epsilon_{\mathrm{nL}}}}{\tilde{P}_{J}}\right)^{-\left(q+Q N_{j, \mathrm{~nL}}\right)} . \tag{A.7}
\end{align*}
$$

For the stochastic random location of interferers in the interest area, PDFs of $y_{1} \triangleq(d)^{\epsilon_{\mathrm{L}}}$ and $y_{2} \triangleq(d)^{\epsilon_{\mathrm{nL}}}$ are respectively given by

$$
\begin{align*}
f_{y_{1}}(x) & =\frac{2 x^{2 / \epsilon_{\mathrm{L}}}-1}{\epsilon_{\mathrm{L}} R^{2}} \text { and } \\
f_{y_{2}}(x) & =\frac{2 x^{2 / \epsilon_{\mathrm{nL}}}-1}{\epsilon_{\mathrm{nL}} R^{2}}, \text { for } 0<x<2 R . \tag{A.8}
\end{align*}
$$

Thus, we can compute $E_{\mathbb{A}_{j}}\left\{E_{\mathbb{X}_{j}}\left\{F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)\right\}\right\}$ as follows:

$$
E_{\mathbb{A}_{j}}\left\{E_{\mathbb{X}_{j}}\left\{F_{S}\left((J+1) x \mid \mathbb{A}_{j}\right)\right\}\right\} \propto x^{\tilde{m}} e^{-\tilde{a} x}\left[\frac{(1-\mathcal{F}) \Gamma\left(q+Q N_{j, \mathrm{~L}}\right)}{\Gamma\left(Q N_{j, \mathrm{~L}}\right)\left(\tilde{P}_{J}\right)^{Q N_{j, \mathrm{~L}}}} \frac{2(R)^{)^{\left(\epsilon_{\mathrm{L}} Q N_{j, \mathrm{~L}+2}\right)}(\tilde{a} x)^{-q-Q N_{j, \mathrm{~L}}}}}{\epsilon_{\mathrm{L}} R^{2}\left(Q N_{j, \mathrm{~L}}+2 / \epsilon_{\mathrm{L}}\right)}\right.
$$

$$
\begin{aligned}
& { }_{2} F_{1}\left(Q N_{j, \mathrm{~L}}+2 / \epsilon_{\mathrm{L}}, q+Q N_{j, \mathrm{~L}} ; Q N_{j, \mathrm{~L}}+2 / \epsilon_{\mathrm{L}}+1 ;-R^{\epsilon_{\mathrm{L}}} /\left(\tilde{P}_{J} \tilde{a} x\right)\right)+ \\
& \frac{\mathcal{F} \Gamma\left(q+Q N_{j, \mathrm{~nL}}\right)}{\Gamma\left(Q N_{j, \mathrm{~nL}}\right)\left(\tilde{P}_{J}\right)^{Q N_{j, \mathrm{~nL}}}} \frac{2(R)^{\left(\epsilon_{\mathrm{nL}} Q N_{j, \mathrm{~nL}}+2\right)}(\tilde{a} x)^{-q-Q N_{j, \mathrm{~nL}}}}{\epsilon_{\mathrm{nL}} R^{2}\left(Q N_{j, \mathrm{~nL}}+2 / \epsilon_{\mathrm{nL}}\right)} \\
& { }_{2} F_{1}\left(Q N_{j, \mathrm{~nL}}+2 / \epsilon_{\mathrm{nL}}, q+Q N_{j, \mathrm{~nL}} ; Q N_{j, \mathrm{~nL}}+2 / \epsilon_{\mathrm{nL}}+1 ;-R^{\epsilon_{\mathrm{nL}}} /\left(\tilde{P}_{J} \tilde{a} x\right)\right) \text { A..9) }
\end{aligned}
$$

After some manipulations, we can have (18).

## Appendix B: Derivation of Theorem 2

We can see that the ergodic capacity is proportional to the definite integral containing

$$
\begin{equation*}
C \propto \int_{0}^{\infty} \frac{1}{1+x} e^{-\frac{x}{b}} x^{a-1}{ }_{2} F_{1}\left(f_{a}, q_{j} ; f_{c} ;-1 /\left(f_{f} x\right)\right) d x \tag{B.1}
\end{equation*}
$$

where $e^{-\frac{x}{b}} x^{a-1}{ }_{2} F_{1}\left(f_{a}, q_{j} ; f_{c} ;-\frac{1}{f_{f} x}\right)$ for $\left\{b, f_{f}\right\} \in \mathbb{R}_{+}$and $\left\{a, q_{j}\right\} \in \mathbb{N}_{0}$. As far as we know, there is no solution of (B.1). To compute (B.1), we express the following functions of $x$ in terms of Meijer-G functions [32, eqs. (07.34.03.0271.01),(07.34.16.0002.01),(07.34.03.0228.01),
(07.23.26.0004.01)] as follows:

$$
\frac{1}{1+x}=G_{1,1}^{1,1}\left(x \left\lvert\, \begin{array}{c}
0  \tag{B.2}\\
0
\end{array}\right.\right), e^{-\frac{x}{b}}=G_{0,1}^{1,0}\left(x / b \left\lvert\, \begin{array}{c}
. \\
0
\end{array}\right.\right), \operatorname{and}_{2} F_{1}\left(f_{a}, q_{j} ; f_{c} ;-\frac{1}{f_{f} x}\right)=C_{\Delta} G_{2,2}^{2,1}\left(f_{f} x \left\lvert\, \begin{array}{c}
1, f_{c} \\
f_{a}, q_{j}
\end{array}\right.\right)
$$

where it is assumed that $f_{c} \neq-l, l \in \mathbb{N}_{0}$. In addition, we have defined $C_{\Delta} \triangleq \frac{\Gamma\left(f_{a}\right)}{\Gamma\left(q_{j}\right) \Gamma\left(f_{c}\right)}$. Using Meijer-G identities given in (B.2), (B.1) is rewritten as

$$
C \propto C_{\Delta} \int_{0}^{\infty} x^{a-1} G_{0,1}^{1,0}\left(x / b \left\lvert\, \begin{array}{c}
-  \tag{B.3}\\
0
\end{array}\right.\right) G_{1,1}^{1,1}\left(x \left\lvert\, \begin{array}{c}
0 \\
0
\end{array}\right.\right) G_{2,2}^{2,1}\left(\begin{array}{c|c}
f_{f} x & 1, f_{c} \\
f_{a}, q_{j}
\end{array}\right) d x
$$

which show an integral from three Meijer G-function. Using the generalized bivariate Meijer G-function [32, eq. (07.34.21.0081.01)] and [36, Eqs. (9)-(11)], (B.3) is derived as

$$
C \propto C_{\Delta}(b)^{a} G_{1,0: 1,1: 2,2}^{1,0: 1,1: 2,1}\left(b, b f_{f}, \left\lvert\, \begin{array}{c|c|c}
1-a & 1,1 & 1, f_{c}  \tag{B.4}\\
. & 1,0 & f_{a}, q_{j}
\end{array}\right.\right) .
$$

Using (B.4), we can obtain (26).
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