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Abstract

This paper considers the application of multiple-input tiplg-output (MIMO) techniques to non-orthogonal
multiple access (NOMA) systems. A new design of precodirtdydatection matrices for MIMO-NOMA is proposed
and its performance is analyzed for the case with a fixed spbwkr allocation coefficients. To further improve
the performance gap between MIMO-NOMA and conventionahagbnal multiple access schemes, user pairing
is applied to NOMA and its impact on the system performancehiaracterized. More sophisticated choices of
power allocation coefficients are also proposed to meebuarguality of service requirements. Finally computer
simulation results are provided to facilitate the perfonecaevaluation of MIMO-NOMA and also demonstrate the

accuracy of the developed analytical results.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has recently reegiconsiderable attention as a promising
enabling technique in fifth generation (5G) mobile netwdsksause of its superior spectral efficiency [1]
and [2]. The key idea of NOMA is to explore the power domainjalihhas not been used for multiple
access (MA) in the previous generations of mobile netwo8ecifically NOMA users in one cell are
served by a base station (BS) at the same time/code/fregudannel, and their signals are multiplexed
by using different power allocation coefficients. The noyelf NOMA comes from the fact that users
with poorer channel conditions are allocated more transiorispower. In this way, these users are able
to decode their own messages by treating the others’ infitmmas noise, since the power level of their
messages is higher. On the other hand, the users with bé@enel conditions will use the successive
interference cancellation (SIC) strategy, i.e., they flestode the messages to the users with poorer channel
conditions and then decode their own by removing the othersisaformation.
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The concept of NOMA can be linked to many well-known methodsduin previous communication
systems. For example, NOMA downlink transmissions resentbbver and Thomas’s description of
broadcast channels provided inl [3]. Another example is that use of SIC has been extensively
investigated in conventional multiple-input multipletput networks, particularly in V-BLAST systems
[4]. The superimposed messages transmitted in NOMA sys#dsasresemble the concept of hierarchical
modulation widely used for digital video broadcasting [Blt unlike these existing techniqgues, NOMA
seeks to strike a balance between throughput and fairnesgxBmple, the transmission power allocated
to the users in NOMA systems is inversely proportional tartbkeannel conditions, which is important to
ensure that all the users are served simultaneously. Ortliee lnand, conventional opportunistic schemes
prefer to give more power to users with better channel cardit which can improve the overall system
throughput but deteriorate fairness.

The impact of path loss on the performance of NOMA has beeracterized in[[6] by assuming that
users are randomly deployed in a cell, which has demondttatg NOMA can outperform conventional
orthogonal multiple access (OMA) schemes. [Ih [7] the im@atation of NOMA has been considered
in a scenario with two base stations, and the design of upNiGWMA has been proposed inl[8]. The
user fairness of NOMA has been considered_ in [9] by studyiregitnpact of different choices of power
allocation coefficients. In_[10] a cognitive radio inspitd@MA scheme was proposed, in which the power
allocation coefficients are chosen to meet the predefined’usgeality of service (QoS) requirements.

In this paper, we focus on the application of multiple-inpuatltiple-output (MIMO) to NOMA
downlink communication systems. The concept of MIMO-NOMa&sltbeen validated by using systematic
implementation in[[11] and_[12], which demonstrates that tise of MIMO can outperform conventional

MIMO-OMA. Compared to these existing works, the contribas of this paper are as follows:

« We first consider a general NOMA downlink scenario, in whitlhuaers participate in NOMA with
a fixed set of power allocation coefficients. A new design afcpding and detection matrices is
proposed, and the impact of this design on the performan®OMA is characterized by using the
criteria of outage probabilities and diversity orders. Tgrevided analytical and numerical results
demonstrate that MIMO-NOMA can achieve better outage perémce than conventional MIMO-
OMA, even for users that suffer strong co-channel interfeee

« To enlarge the performance gap between MIMO-NOMA and MIMMIA) user pairing is applied to
NOMA. Analytical results, such as an exact expression feraverage sum-rate gap between MIMO-

NOMA and MIMO-OMA and its high SNR approximation, are deyao. These analytical results



demonstrate that the design of user pairing in NOMA systeameiy different from conventional user
scheduling scenarios. Conventionally it is preferabledimeslule the users whose channel conditions
are superior, but in the context of NOMA, it is important tdvedule users whose channel conditions
are very distinct. This is consistent with the findings oftal for single-antenna NOMA cases lin [1]
and [10].

« Inspired by the concept of cognitive radio networks, morphssticated choices for the power
allocation coefficients are proposed. Particularly we m®rstwo types of constraints for the power
allocation coefficients. One is to meet a predefined QoS reant, i.e., a user’s rate supported by
NOMA is larger than a targeted data rate. The other is to merbie dynamic QoS requirement,
where the user’s rate supported by NOMA needs to be larger ttet supported by conventional

OMA. Analytical results are developed for both scenarioatlitate performance evaluation.

1. SYSTEM MODEL WITH FIXED POWER ALLOCATION

Consider a downlink communication scenario, where a BSpgga with A/ antennas communicates
with multiple users equipped witlv antennas each. To make the NOMA principle applicable to this
scenario, the users are randomly grouped imfoclusters with X' users in each cluster. The signals

transmitted by the BS are given by

x = Ps, (2)
where theM x 1 vectors is given by
11811+ + o kS K 51
S = £ 2)
QpASMm,1 o+ Qv K SM K Sm

wheres,, ;, denotes the information bearing signal to be transmittethéd:-th user in them-th cluster,
«; ; denotes the NOMA power allocation coefficient, and the desifjthe A/ x M precoding matrixP
will be discussed in the next section.

Without loss of generality, we focus on the users in the filgster. The observation at theth user

in the first cluster is given by
yir = HipPS+mny, (€))

whereH, j, is the N x M Rayleigh fading channel matrix from the BS to theh user in the first cluster,

andn, ; is an additive Gaussian noise vector. Denotevhy the detection vector used this user. After



applying this detection vector, the signal model can be iteamr as follows:
V{{k}’l,k = kaHLkPé—'—ngnl,k. (4)

Denote thei-th column of P by p,;. The above signal model can be rewritten as follows:

H H
VigYik = V17/<;H1,kp1 (ag1811 + -+ o kS1.K) (5)
M
H ~ H
+ E V1 e H1 kPmSm + Vi g k-
m=2

The channel conditions are crucial to the implementatioNOMA. Without loss of generality, we assume

that the effective channel gains are ordered as follows:
viiHypi|? > - > v Hygpa | (6)
and following the principle of NOMA, the users’ power alldicen coefficients are ordered as follows:
o << o k.

In this section, constant power allocation coefficientd b considered, and more sophisticated choices
will be used in Sectioni V. It is worth pointing out that optiziig power allocation according to
instantaneous channel conditions can be used to furtheroirapthe performance of MIMO-NOMA,

which is beyond the scope of this paper.
Based on the above signal model, the signal-to-interferggs-noise (SINR) for thé({-th ordered
user in the first cluster is given by

SINR; x = @)

Vi Hi kpil®af g

K—1 M )
21:1 |V5KH1.,KP1|2O‘%,1 + Zm:Q |V{L{KHLKPm|2 + |V1,K|2%

wherep denotes the transmit signal to noise ratio (SNR).

The k-th user,1 < k < K, needs to decode the messages to the users with poorer tleandgéions
first, before detecting its own. The messages K > j > (k+ 1), will be detected at thé-th user with
the following SINR:

SINR], = (®)
|kaHl,kP1|20‘%,j

— - .
o1 VI H P 2ad ) + 30 o VI HLpa 2+ v

If the message; ; can be decoded successfully, i.lg(1l + SINR{,,C) > R, ;, then it will be removed
from the k-th user’s observation, whetg; ; denotes theg-th user’s targeted data rate. This SIC will be

carried out until thek-th user's own message is decoded with the SINRN R}, .



The first user in the first cluster needs to decode all the atbens’ messages wilfFlINR{vl, K>j5>2.
If successful, it will decode its own message with the follogvSINR:

v Hy1pi?0f
an\/{:Q |V{{1H171pm|2 + |V1,1|2%

The design of the precoding and detection matrices will Isewdised in the following section.

(9)

SINR!, =

IIl. DESIGN OFPRECODING ANDDETECTION MATRICES

To completely remove inter-cluster interference, the pdény and detection matrices need to satisfy

the following constraints:
VﬁgHi,k’pm - 07 (10)

for any m # i.
In order to reduce system overhead caused by acquiring ehatate information (CSI) at the BS, it

is assumed that the BS does not have the globai,G8lich leads to the following choice a@?:
P =1,,

whereI,, is the M x M identity matrix. The above choice means that the BS broasidhs users’
messages without manipulating them. The advantage of tiige is that it avoids asking the users to
feedback all their CSI to the BS, which consumes significgatesn overhead.

With this choice ofP, the constraints on the detection matrices[in (10) become

whereh,, ;;, is them-th column ofH, ;. Therefore at thé-th user in thei-th cluser, the constraints can

be rewritten as follows:

H _
Vik|hig - hivg hige o | =0

Note that the dimension d?L—vk is N x (M —1) since it is a submatrix oH; ; formed by removing one

column. As a resulty, , can be obtained from the null spaceIEItvk, i.e.,

Vik = Uz’,kzi,ka (12)

)

It is worth pointing out that the BS still needs to know the araf the users’ effective channel gains in order to implemd@MA as

shown in [[), but this imposes a much less demanding reqairtecompared to knowing all the users’ channel matrices aB.
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where U, ;, contains all the left singular vectors d?iz-vk corresponding to zero singular values, and
isa(N — M +1) x 1 normalized vector to be optimized later. In order to ensheeéxistence o, x,
N > M is assumed.
By using the above precoding and detection matrices, th&StX the K -th user in the first cluster is
given by
|Vth1,1K‘204%,K
S vy Pad + vk 2L

where inter-cluster interference has been removed.

SINR, x =

(13)

At the k-th users] < k < K, the messages ;, K > j > (k+ 1), will be detected with the following
SINR:
|kah1,lk|2aij

— _
> Vb e, + [vikl?;

SINR], = (14)

If successful,s;; will be removed from thek-th user’s observation, and SIC will be carried out until its
own message is decoded with the SINRLNVRY .

The first user in the first cluster will decode the other usergessages Wittj;INR{l, K>j>2.1If
successful, it will decode its own message with the follapBiNR:

[viihy o,

SINR}, = p (15)

[vial?
As can be observed from the above SINR expressieps determines the SINRs througd/}h; ;|
Therefore, one possible choicezf, can be obtained by using maximal radio combining (MRC) aagino
Particularly, the choice of;; based on MRC is given by
Ul hy

= bk 16
(UL (16)

Z;

The following theorem provides an exact expression for thtage probability achieved by MIMO-NOMA
and its high SNR approximation.

Theorem 1. Assume that the users in each cluster are ordered dg)inwith MIMO-NOMA, the outage
probability experienced by the-th ordered user in theé-th cluster is given by

A/(N—M+1,e;f7k)

) Al (—1) K.{ N3]
Pi’k:2< P )(K—k:)!(k—l)!(K—k:+p+1)’ (17)

p=0

} K—k+p+1

if ozij > B, forall k < j < K, otherwiseP? . = 1, wheree; ;. = 2k — 1, B = € Zf:‘ll ai,w 7(*)

H H — €, K . €k < <
denotes the incomplete gamma functien, = max {p@?’K_BLK), ) [ for2<k <K and
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€, = max {Eif{ c.2 il } A high SNR approximation for the outage probability is

p(of k=Bix)’ " p(aZy—Biz2)’ Pt
given by
o \N-M+17K—k+1
K |:(E§<fk—)M+1)! }
o™ R = DIk —h 1) (18)
Proof: Please refer to the appendix. [ ]

A benchmarking scheme based on conventional MIMO-OMA caddseribed as follows. The MIMO-
OMA transmission consists dk time slot. During each time slof}/ users, one from each cluster, are
served simultaneously based on the same manner as desitilbdtMO-NOMA. As a result, the SINR
at thek-th user in thei-th cluster is given by

|Vz'I,{kHi7k’pi|2
E%:l,m;éi Vi H kP |? + |Vi,k‘2%‘

Note that the MRC detection vector used for MIMO-NOMA is atégaplicable to MIMO-OMA. In addition

SINR;) = (19)

consider that the users in one cluster are also sorted &9.iTl{@ outage probability achieved by this
version of MIMO-OMA can be obtained in the following coraNastraightforwardly by following the

steps in the proof for Theorem 1.

Corollary 1. Assume that the users in each cluster are ordered a@)nBy applying conventional

MIMO-OMA, the outage probability experienced by théh ordered user in thé-th cluster is given by

PK| Y(N=M+1,6; 1) K—k+p+1
o L kE—1 (_1) K! {W}
Pi,ﬁZ( P )(K—k)!(k—l)!(K_k+p+1), 20)

p=0

2 Rik _q

where¢; , = >

. A high SNR approximation for the outage probability is givey

(¢i,k
K! [ (N=3F1)!

SE -0k - DK —k+1)

)N71VI+1 } K—Fk+1

Pl (21)

As can be observed from Theorérh 1 and Corolldry 1, MIMO-NOM @achieve a diversity gain of
(N —M +1)(K — k+1)), the same as conventional MIMO-OMA. But this diversity g@énachieved
by allowing all the K users from the same cluster to share the same bandwidthrcesavhich yields
better spectral efficiency. For example, the simulatiornultsesprovided in Sectiof VI demonstrate that
MIMO-NOMA can achieve a smaller outage probability complate conventional NOMA. The superior
spectral efficiency of MIMO-NOMA can also be demonstratedling fact that it can realize a larger sum

rate, as shown in the following section when the impact of pséring is investigated.



IV. THE IMPACT OF USER PAIRING

User pairing has the potential to reduce the complexity oM¥Osystems. Specifically the users in one
cluster can be divided into groups with fewer users in eackigrA hybrid multiple access scheme can be
used, where NOMA will be implemented among the users withichegroup, and conventional OMA can
be used for inter-group multiple access. In addition to cauy system complexity, user pairing/grouping
can also significantly increase the performance gain of NOd&r conventional MIMO-OMA, as shown
in the following.

In order to obtain some insightful analytical results, weu® on the case in which two users are paired
together for performing NOMA in each cluster. Particulatthe n-th and k-th ordered users from each
cluster are scheduled to perform NOMA, where thh user has a better channel condition, ire< k.

By using the same choices of the precoding and detectionaeatithe SNR for thé-th user in the first

cluster is given by

i VRTA R

SNRy = , 22
YT kPl T vial] &2
and the SNR at the-th user is given by
vi hy 1,12
SN Ry = pllheitin Ol (23)

conditioned on the event that theth user can decode the other user’s information correbltyte that
the power allocation coefficients satisfyf , + of , = 1.
We are particularly interested in the sum-rate gap betweddMANOMA and conventional MIMO,
which is given by
M
A2 [log(1+ SNRiy) +1log (1+ SNR;,)] (24)

i=1
M

1
=52 llog (14 plviihiaf?) +log (1 + v/ hial*)]
i=1
Following the same definitions used in the proof for Theoténthe average sum rate gap can be

expressed as follows:
E{A} = ME{log(1+ SNRy}) +log(1+ SNR; )}

M
= 5 € {log (1+ plvilhuf?) +log (14 vl b))

T
= MESlog [ 1+ ————+ | +1log (14 z.07,.p)

Tpoq + -

M
— 5 € {log (1 + py) +log (1 + pan)}



wherex;, = |kah1,1k|2 for notational simplicity.

After some manipulations, we can write
E{A} = %8 {log (1 + pay)} + ME {log (1 + pzaai,) }
— ME {log (1 + pxyal,,) } — %5 {log (1 + px,,)}. (25)
The key for evaluating the rate gap{A} is to characteriz&€ {log (1 + =,¢)} which can be calculated
as follows:
E{log (1 + x,0)} (26)

—— [ log(1+w0)d(1 - £, (@)
0
_i “1—F, (7)
“In2 )/, 14+ x¢
By applying the cumulative distribution function (CDF) dfet channel gaing,,, provided in [(4B) in
the proof for Theorem]l, the sum rate gap can be expressedl@ssio

dx.

E{log (1 +zn)} (27)
¢ /°°1—7n Jo fa (@) [Fy (@)) "1 = Fz, ()] 'dy
In2 J, 1+ a9
e [ 1 —(n-1
_m/o L+ a9 <1_;< p )%

Fi (x)]K—n-Q-zH—l)

K-n+p+1 ’

dx

x(—l)p[

where~,, = #@_1)' and the CDFF};, (x) is obtained following the density function ih_(42). By using

the above equation and with some straightforward manijulst the ergodic rate gap can be obtained in

the following lemma.

Lemma 1. Suppose that the-th and k-th users are grouped to perform MIMO-NOMA. The average
sum rate gap between MIMO-NOMA and conventional MIMO-OMA4iven by

M
E{A} = o(k, p) + Mop(n, pos ) — Mo(k, pas )
M

- ?@(7% p)? (28)

where

R ! — (n—1
so(n,@—mfo 720 (1—Z< ) )% (29)

p=0
+(N—M+1,2) K—n+p+1
(N—M)!

K—-n+p+1

x(—1)P [ dr.
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While the analytical result in Lemnia 1 can be used to replaoat®tCarlo simulations for performance
evaluation, this is still quite complicated due to the im&dg and special functions. In the following, some

case studies will be carried out in order to obtain some hisigto MIMO-NOMA.

Case studies for the sum-rate gain of MIMO-NOMA

In this subsection, we focus on two extreme cases as deddrilthe following:
« Case I: In each cluster, pair the user having the worst chhaamglition with the one having the best
channel condition, i.ep =1 andk = K.
« Case II: In each cluster, pair the user having the best chamomalition with the one having the
second best channel condition, i.e.= 1 andk = 2.
In conventional MA systems, scheduling users with bett@nclel conditions is beneficial for improving

system throughput, but we can show that NOMA has a behavifareint from conventional MA.

Lemma 2. For the case withV = M = 2, n = 1 and £ = K, the average sum-rate gap between

MIMO-NOMA and MIMO-OMA is given by

s (E0n()

where E;(-) denotes the exponential integral function. At high SNR,gap can be approximated as

follows:

K
K
E{A}mlog K+ < )(—1)l log . (31)
=1 !
For the case withV = M =2, n =1 and k = 2, the average sum-rate gap between MIMO-NOMA and
MIMO-OMA is given by(32). At high SNR, the average gap can be approximated as follows:
K-1
K-1
E{AY R K (- > ( )(—1)P log p (33)

p=1 p

+> (I;) (—1)'log z) .

=1
Proof: Please refer to the appendix. [ |
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Definew (k) = Zle (’;)(—1)1 log ! which is a mono-increasing function &f Lemmal2 shows that, at
high SNR, the sum-rate gap for Case | can be approximatdtb@d( + w(K)), which means that the
larger K is, the more gain MIMO-NOMA can offer compared to convendibMIMO-OMA. On the other
hand, numerical results show that the value:ab (k) — w(k — 1)) quickly goes to zero by increasirig
which means the sum-rate gain offered by MIMO-NOMA for Cakes Idiminishing with increasingx'.
These two extreme cases demonstrate that careful usargaircritical for MIMO-NOMA to outperform

conventional MIMO-OMA.. Detailed numerical analysis wileprovided in Sectiof VI.

V. COGNITIVE RADIO INSPIREDMIMO-NOMA

In the previous sections, fixed choices of power allocatiogfficients have been considered, and in
this section, more sophisticated choices will be used. d\itHoss of generality, we focus on the same
case as in Sectidn 1V, i.e., theth andk-th users from each cluster are selected to perform NOMA and
the k-th user has poorer channel conditions, ire<: k.

An important observation is that there is a dilemma in NOMAtsyns for choosingy, ;. From the
perspective of the overall system throughput, an idealaghof o, . is a1, = 0, i.e., all power is allocated
to the user with better channel conditions. But this choiomgletely ignores the user fairness, and in

this section we focus on two choices @f;, inspired by the concept of cognitive radio networks.

A. To meet a fixed QoS requirement

Consider that there is a targeted SINR threshold to ense&®tt requirement at thieth user, i.e.,

SINR,; . > €. This SINR requirement imposes the following constrainttioe power coeﬁicienbz?,k:

) €ik <|V5ghi,ik:|2 + %)
1> aiy, >

. 34
A A ) (34)
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In this paper, we will simply set; ;, as follows:

€ik <|Vﬁhuk|2 + %)
o, =min{ 1, 7
" Vb > (1 + €ix)

(35)

This choice ofo;, means that the BS will give the-th user the minimal transmission power needed to
meet this user’s QoS requirement, and then allocate theim@rggpower to then-th user.

The outage probability experienced at theth user is equal toP(a;), = 1) or equivalently

v by a2 (1+ei k)
allocates all the power to this user. Following the proof bk@renilL, it is straightforward to show that

€5 VH i1 241 . .
P < (Vi) > 1) , i.e., the k-th user’s targeted data rate cannot be supported even iB&e

a diversity order of N — k+ 1)(N — M + 1) is achievable at thé-th user, because

€ik <|kahi,ik|2 + %)
[vih i 2(1+ i)

>1] =P <|Vﬁh“k|2 < EZ—’k) .
’ p
The following theorem demonstrates the achievable dityemsder at then-th user.

Lemma 3. With the cognitive radio inspired power allocation coefiti«; ;. in (35), a diversity gain of

(N —M +1)(K — k+ 1) is achievable at thei-th user.

Proof: Please refer to the appendix. [ |
It is important to point out that the diversity gain at theth user is constrained by theth user’s
channel condition due to the use bf35), which is consisiétit the finding in [10]. Recall that cognitive
radio inspired NOMA with signal-antenna nodes can achiedwersity of (K —k+1) for both users[10].
Therefore one advantage of MIMO-NOMA is that a larger diitgrerder can be achieved. In addition,

the use of MIMO-OFDM can ensure that more users are servedltsineously.

B. To meet a dynamic QoS constraint

Another choice for the QoS requirement at théh user is to ensure the following constraint:

vifhou?ad ), 1 H
log | 1+ — : > —log (1 + [vii,hiwl?p) , (36)
( vilhualPad, + 5 ) 7 2 (4 Mihul’p)

which means that thé-th user is willing to perform NOMA with the:-th user only if it can achieve a
larger rate compared to the case with conventional MIMO-OMA
With the same notation as before, the above constraint caxpessed as follows:

(14 ap)?
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from which the constrain for the power coefficient, can be obtained as follows:

V1 —1
0<ar, < ,/*pp#. (38)

Note that0 < 7”:’;?‘1 < 1 for arbitrary choices ofi;, and therefore222:=1 s g feasible choice. So

PTL

Q= 4 /—Vlerxk_l7 (39)
PLk

which is the maximal value of the power allocation coeffitigiven the constraint if_(37).

we will set

We first focus on the impact of this power coefficient on theagetprobability at thé-th user, which

k xka%k
P, =P |log 1+27’1 < Ry (40)
rpay, + - ’
=P <10g V14 px < Rl,k) .

An important conclusion from_(40) is that the use of the poaeefficient in [39) ensures that tleth

is given by

user experiences exactly the same outage probability asase with conventional MIMO-OMA. This
observation is expected since the choicepf, is to ensure the constraint in_(36), i.e., th¢h user’s rate
should not be reduced because of the use of NOMA. Followiegsssimilar to those used in the previous
section, it is straightforward to show that the diversityngaf this user is(N — M + 1)(K — k + 1).
Because the expression for the power allocation coefficienf39) is very complicated, an exact
expression for the outage probability achieved at #hi user is difficult to find, but thexchievable

diversity gain can still be obtained as shown in the follagvlamma.

Lemma 4. In the proposed CR-MIMO-NOMA system with the dynamic QoStiint in (36), a diversity
order of (N — M + 1)(K — k + 1) is achievable by the-th user.

Proof: Please refer to the appendix. [ |
It is worth pointing out that the diversity order providedliemmal4 is only an achievable one. After
carrying out computer simulations, we observe that thigemity lower bound is tight for the case of
Ry > 1, and a diversity order larger thg@v — M + 1)(K — k + 1) can be achieved fd < R, < 1.
A possible reason for this is that a loose bound is used tohgeathievable diversity gain for the case

of 0 < Ry <1, as shown in[(87).
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VI. NUMERICAL RESULTS

In this section computer simulation results will be used &mdnstrate the performance of MIMO-
NOMA and also verify the accuracy of the developed analy/tresults. For notational simplicity, we
omit the index of the cluser, e.gk; ;, is denoted byR;.

[N
o
©

™
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s

N
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Fig. 1. MIMO-NOMA with a fixed set of power coefficientd = 2, N =3 and K = 2. af = 1 anda3 = 2. BPCU denotes bit per
channel use.

In Figs.[1 and R the performance of MIMO-NOMA with fixed powdioaation coefficients is studied
first. Particularly, Fig[1L considers the case in which theme four users grouped into two clusters, with
two users in each cluster. Figl 2 considers the case in wihietetare three clusters, with three users
in each cluster. All users in each cluster will participaleNOMA. Fig.[d confirms the accuracy of
the analytical results developed in Theorelm 1 and Coroflarin addition this figure also demonstrates
that MIMO-NOMA can achieve better outage performance thaM® - OMA though both realize the
same diversity gain. Fid.l 2 demonstrates the accuracy ohitjie SNR approximation results developed
in Theorenm(1L. In particular, one observation from this figisr¢hat different users experience different
diversity orders, which confirms the diversity order reswuleveloped in Theorefd 1.

In Fig.[3 the impact of user pairing is demonstrated by usiregstum-rate gap between MIMO-NOMA
and MIMO-OMA. As can be seen from both sub-figures, the exggtession for the average sum-rate gap
developed in Lemmal 1 matches the simulation results pérfestd the approximation result developed
in the lemma provides a tight bound at high SNR. Comparing [B(g) to Fig.[B(b), one can observe
that the impact ofK” on the performance gap is much different. In Kify. 3(a), iasieg the number of

the users in each group, can significantly improve the performance gap between MINIOMA and
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Fig. 2. MIMO-NOMA with a fixed set of power coefficientdd =3, N =3 andK = 3. o} =
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Average rate gap between NOMA-MIMO and MIMO-OMA
Average rate gap between NOMA-MIMO and MIMO-OMA
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010 15 20 25 30 35 40 45 50 55 60 0'410 15 20 25 30 35 40 45 50 55 60
SNRin dB SNRin dB
(@) Case ln=1andk = K (b) Case llin=1andk =2

Fig. 3. The performance gap offered by MIMO-NOMA/ =2 N =2 anda? = 1.
MIMO-OMA. Specifically a gain of2 bits per channel use (BPCU) can be obtained when there are
users in each group, and this gap can double when therg asers in each group. The reason for this
performance gain is because we schedule the best user amdbrteuser, i.e.p = 1 andk = K, and the

two selected users’ channel information becomes very réiftewhen increasind<, which is beneficial

to the implementation of NOMA. On the other hand, Fig. 3(bindestrates that the performance gain of
MIMO-NOMA is diminishing with increasingx’. This is because the user with the best channel conditions
and the one with the second best channel conditions are @weldedVhen increasings, the two users’
channel conditions become significantly similar, whichlwélduce the performance gain of NOMA.

In Fig.[4, the performance of cognitive radio (CR) inspiretM®-NOMA for meeting the fixed QoS
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Fig. 4. Cognitive radio inspired MIMO-NOMA with a fixed poweonstraint,e; , =1, M =2, N =2, K =3 and R, = 2 BPCU.

requirement in[(34) is studied. In this figure three types wives are provided, one fd?° as studied

in Lemmal3, one folP(ay = 1), and one form. The last is provided to demonstrate the
achievable diversity order. As can be seen in the figure, timees forP¢ are parallel to the ones for
m, which demonstrates that the achievable diversity ord@inéd in Lemmal3 is tight. An
interesting observation from the figure is thdin, = 1) is a tight lower bound oP?, particularly at high
SNR. This is because CR-MIMO-NOMA tends to satisfy #hh user’'s QoS first and therefore the event
a? =1, i.e., the BS allocates all the power to thah user, is dominant among the three types of events
described in the proof for Lemnia 3.

Finally, the performance of CR-MIMO-NOMA in meeting the dymic QoS requirement in_(B6) is
investigated in Fig[]5. Again the curves fé{ and p% are provided to facilitate the analysis of diversity
orders. Both sub-figures demonstrate that a diversity oofldtN — M + 1)(K — k + 1) is achievable
regardless of the choice dt,, which confirms the accuracy of Lemrha 4. Furthermore, thigrdity
order of(N — M +1)(K — k+ 1) can be tight depending on the choice®f. For example, in Fid.]5(a),
when R, = 2 BPCU, the curves for the outage probability for the user Witter channel conditions are
always parallel to the ones f(%lww. In general, our carried out simulation studies reveal that
the diversity order of N — M +1)(K — k+1) is exactly what CR-MIMO-NOMA can realize in the case
of R, > 1. However, in the case of < R, < 1, a diversity gain larger tha@V — M + 1)(K —k+1) can
be achieved, as shown in Fig. 5(b). As discussed in Setilothé/reason for this is because the upper

bound used in the proof for Lemni& 4 is loose in the case ofR;, < 1.
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Fig. 5. CR with a dynamic power constraiit/f = 2, N =2

VIlI. CONCLUSION

In this paper, we have studied the application of MIMO to NOMystems. A new design of precoding
and detection matrices for MIMO-NOMA has been proposed, isgerformance has been analyzed.
To further improve the performance gap between MIMO-NOMAI amonventional OMA, the use of
user pairing has been considered in NOMA systems and itsdmpathe system performance has also
been characterized. The cognitive radio inspired choioepdwer allocation coefficients have also been
proposed to meet various QoS requirements. Simulationtsesave been provided to demonstrate the
accuracy of the developed analytical results. In this papés assumed that users have been randomly
divided into multiple groups, and an important future difec is to study the design of low complexity

approaches for dynamic clustering/grouping in MIMO-NOMystems.

APPENDIX A

PROOF FORTHEOREM[I]
The proof can be completed in four steps.
A. Density function of effective channel gains

Without loss of generality, we only focus on the users in tihg tluster. First recall that these users

have been ordered according to the criterion(in (6) which mamewritten as follows:

T > > T, (41)
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wherez;, = |v1 h, 1x|*. Definez;, as the unordered counterpartgf. Given the choice of; , = Uy 421

UH n
andz, ;, = #hiil we have
2
U by )
H 9 | 1,kH1,1k H 2
vy h =|——"—1] =|U;.h .
(Vi eh ikl <|Ufkh1,1k\ U1 cha ik

An important observation is thafl, , contains thg N — M + 1) orthogonal singular vectors, i.e.,

H
U17/<;U1,k = In_n+1,

and also note thdtl, ; is independent ok, . Thereforev{{khlvlk represents a unitary transformation of a
complex Gaussian vector, which means thgth, 1, is still an (N — M +1) x 1 complex Gaussian vector
[13]. Therefore this unordered variable,, follows the chi-square distribution, and thus the proligbi
density function (pdf) ofz, is given by

: _ et N-M
and its CDF isFj( fo fz.(y)dy. Therefore the ordered variable,, in (41) follows the following
pdf [14]:

_ K @[ Ps @)L = By (@)
f:vk(x> = (K—k)!(k_l)!

(43)

B. A unified outage probability expression

Because the users in one cluster carry out different detestrategies, the outage probabilities achieved
by different users will be evaluated separately first anah thaunified expression for these probabilities
will be developed.

1) Outage probability at the user with the worst channel abod: The outage probability for the

K-th user in the first cluster is given by

P (SINRLK < EI,K) (44)

2
:P< 1 <€1,K>-
xKZk 1 O‘lk

The above outage probability can be written as foIIows:

P (S]NRLK < 617[{) (45)

€1,K H 2
P (,IK < 7;}(&?71(—,81,;()) s if o7 g > BI,K

1 otherwise

)

K-1 292
wheref x = ek Y, 0
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2) Outage probability at the-th user,1 < k < K: The k-th user needs to decode thigh user’s
messagey > k, before detecting its own message. The overall outage pildlgpafor the k-th user to

decode its own message can be expressed as follows:

P{,=1-P(SINR], > e ;,Vj€ {k, - K}) (46)
2
xkalj .
=1-—-P >€1J,Vj€{/€,"‘,K}>.
<xk EJ 1 au + 2
Following steps similar to those used in the preV|ous sulmedhe above probability can be rewritten
as follows:
:ckozfj ‘
P 1 > e, Vjedk, - K} 47)
Tk Ez 1 0‘11
_ P <xk > p(a%’j_ﬁl’j),v‘y E {k, ,K}) 5 If Cl .
0, otherwise

where the conditionC1, denotesn? ; > 1, forall k < j < K, andfy ; = €y S af.

Defineey , = max{ 7 E<j< K} The outage probability can be expressed as follows:

p(a% J_Bl J
P(xp <er,), if C1l
Py, = (71 < €i) o (48)
1, otherwise

It is interesting to observe that the expression[in (45) ipeckwl case of[(48). It is straightforward to

evaluate that the outage probability expressiongih (48)atso be used for the user with the best channel

condition by lettinge* , = max 2 Sea s
y g 1,1 p(o‘%,K_BLK)’ ) p<a%,2—51,2)’ pa%,l

C. Obtaining an exact expression for the outage probability

When the conditionsozi,‘C > [k, are satisfied, the outage probability is given by

= T A K!
P:Z( =" “9
[ o) (B ()] d

0
):| K—k+p+1

. Z ( ) 1K [Fs, (cy
P K-—K(k-D(K—-k+p+1)
By applying the CDF of the unsorted variablg, we obtain

}K—k+p+1

ol (k: - 1) (—1)PK! [foq’k fa(y)dy
p

Ple=2_ (K—k)l(k—1)(K—-k+p+1)

p=0
By applying the incomplete gamma function, the exact exgpo@sof the outage probability can be obtained

as in the theorem.



—~ (N—M)|{1l—e 61k2N w (€,) K—k+p+1
Py, = k (k ; 1)(—1)1’[(!([({_]\;{;)!(2/[_' <).1(K— k+p+1D((N —)J\J[)!)Kkﬂ:ﬂ

D. High SNR approximations

k1 (k _ 1) (1K {(N — M)! (1 — e (ef’{,k S (Elq—lf)q)ﬂ K—k+p+1-

(K —k)!(k — D)I(K —k +p+ 1) ((N — M))E-k+p+1

20

(50)

By applying the series expansion of the incomplete gammatifum [15], the outage probability can

be first expanded as if_(60). At high SNR, the outage prollméin be approximated as follows:

P, = § (k h 1) (—=1)PK!

p=0 p
(N—J\/[)!(eik)q} K=ktp+l

{56% 2 gmN-M 41 q
“TE —k)Ik— DK —k +p+ D((N — M))E-Frpt1

(e

N—M+17 K—k+p+1
{(N—M)!(sn) ]

(N—M+1)!

“E =Rk~ DI —k+ p+ D(V = M))K-Fere

(* )N7M+1 K—k+1
[t

~

T(K=k)(k-—D)(K—-k+1)

Therefore the theorem is proved.

APPENDIX B

PROOF FORLEMMA

The sum-rate gap will be evaluated separately for two casdisel following subsections.

A. Case | withhn =1 andk = K

First recall the following integral from Eq. (3.352.4) ingJt

<1 1 ( l)
—e Ydr = ——evE; | ——
/0 L+z¢ ¢ ¢

(51)
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By using the above result and also Lemiapll, ¢) can be expressed as follows:

00 T K
e =15 [ 15 (1—%W> & 52

:ﬁ (é (I;)(—UleéEi (-é)) .

For the worst user, a direct use of Lemfa 1 results in a quiteptioated expression fop(K, ¢).

Instead, we can find a simpler alternative way to calculaie fittor, as shown in the following:
P(.6) = [ log (1420 o (a)da (53)
0

=K log(e) /000 In (1 + 2¢) e **dx

— log(e)e S Ey <_%) |

By substituting[(5R) and (33) into the expression for the gdp, the expression in (30) can be obtained.
To obtain the high SNR approximation, first recall that thpanential integral function has the following
series representation [15]: . .
Ei(z) = C+In(—x) + Z L',

=t

for x < 0. Therefore at high SNR, we have the following approximation

£{A} ~ —log(e) (c ‘I (%)) (54)

o
+2log(e) (C o (Pfﬁ))
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After some manipulations the average gap is given by

@chrln(E)—ﬂna%l (55)
loge p ’

en(@) e x (D (en())
—2(=Inof,) +2) ([z() (1) (~Ina?,).

After removing some common factors, the average gap cannbgliBed as follows:

1
5{A}zc+1n(5)—21na§1—(c+1n(—)> (56)
loge p ’ p

(K
—l—Z < l)(—l)”nl—i—?lnail

—InK + XK: ([l() (=1)'Inl.

And the first part of the lemma is proved.

B. Case Il withn =1 andk =2

It is more complicated to evaluate the average gap for Cadedlto the complicated expression for

xo. In particular, the factorp(2, ¢) can be expressed as follows:

6 [ 1 [1—e o)
80(27@—@ . 1+20 <1—V2W (57)
K
—|—’72[1_[6{ ] )dl’
_ 0 zo 1 (K1 P =P
2 )y 1+z¢ (1_K;< p )(_1)
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Since [;° -~ dx — oo, therefore it is important to remove the factors in the irskgelated toL in

1+ ¢ 14z
order to facilitate the high SNR approximation. Motivatedthis, the factorp(2, ¢) can be rewritten as

D ] K-1 -
©(2,¢) = o 1+x<b< K :1< ) e

p

HE - 1) i ([f) (-1 ‘“) dz. 8)

follows:

=1
Following the steps as those used in the previous secti@njniiegral in the above equation can be

evaluated and we can have the following:

0(2,0) = é (KK_: (Kp_ 1) (—1)Pe4 B (-%) (59)

Substituting [(ER) and_(52) intd_(P8), the exact exact expogsof the average rate gap can be obtained
as in the lemma.
At high SNR, the exponential integral function can be sifigui as discussed previously, and the

average rate gap can be approximated as follows:

c1 %oty (15 (% ) (o (2))
S () (e (1)) )
(S (ern(0)
(R e eon(-5)

(K- 1) ; (Il{)(—nl (c +ln <_pofi1))>
HEO ()

With some algebraic manipulations, the average rate gapbeasxpressed ak (61). After those common

factors in [61) are removed, the high SNR approximation show(33) can be obtained, and the lemma

is proved.
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E{A}%é (KK‘l (K—l)(_1)P1np—(K—1)Z(Ij)(—l)llnl> +% (g (IZ()(—nllnz)

o - (61)
2 (K (v ae- 03 () m) L (z (f;)<_1>qnz) |

APPENDIX C

PROOF FORLEMMA

Without loss of generality, we will take the users in the fokister as an example. Recall that th¢h
user,n < k, in the first cluster tries to decode tleth user's message with the following SINR:

Vil ot

Vb2t + 5

SINRY, =

If successful, thex-th user will decode its own message with the following SINR:

SINR?,n = p‘v{{nHl,lpl |2ain (62)

€1k <|kah1,lk|2 + %)

P+ )

= plvi Hyip|* | 1

if of, > 0. Again with the same notation used in the proof of Theorénh&,SINR at the:-th user can

be expressed as follows:

€1,k <$k + %)

SINRY, = px, [ 1—
L P xk(1+61,k)

(63)

if af, > 0.
Thus there are two conditions before the SINR expressiofi3) ¢an be used. One g, > 0 and the
other is that thex-th user can decode theth user's message, i.éag(1 + SINRY}, ) > Ry . Therefore

the outage events at theth user can be categorized into three following types:

i (znt)

PR :
1) Events withay,, = 0, which meansl < (e )

or equivalently

o < 2E (64)
P
2) Events witha?, > 0 andlog(1 + SINR},) < Ri.

3) Events witha?, >0, log(1+ SINR},) > Ry, andSINR}, < €1p,.
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?, it is straightforward to shows/N Ry, > SINRY ,, which means

Becausgv{ hy 1;|* < [v{ hy1,
P (ai, > 0,log(1+ SINR},) < Riy) (65)
= &ocaz <1 {P (SINRY, < e1p)})
= &ocaz <1 {P (SINRY, = €14, SINRY,, < €14) } =0,
i.e., then-th user can decode thieth user’s information as long as tleth user can decode its own. But

if of , =1, i.e., the BS allocates all the power to theth user, outage will occur at theth user.

Therefore the outage probability experienced by ik user is given by

€Lk (xk + %) €1,k

P’ =P | 1l——F——< | <éin,Tp>—

" P re(1+ ep) o p
+P (xk < ‘“—’f) , (66)

P
which follows from the following simplification:
P (ai, > 0,log(1+ SINRY,) > Ry, SINRY, < €1,)

(67)

=P (af,>0,SINR}, <e,).

Define the first factor in the expression for the outage pritihabin (66) by Q-

€ zp+1 € .
P (,oxn (1 — %) < €y g > 1Tk) This factor can be evaluated as follows:
T — Sk
QZ =P T, —Fr < g1,n7 T > 61—7]6 (68)
L P

=&, {P (u <, < M) } (69)
{L'k—T’

whereé¢, ,, = % It is important to note that the expectation [In](69) is takeer the following

range
€1,k €1,k ~
— < T < 7“—617”,

gl,nxk

where the upper bound is due to the constraink -
Tp——

P

Now the factor(), can be evaluated as follows:

€1.nT
Q2= g { Fo | —20 ) — Fy () (70)
l'k — T

6177]‘6“1‘5111 =~
P ; €1nY
- ﬂ (Fl’n ( - El,k) - Fxn(y)> f:ck(y)dy
Lk Y — e

P
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At high SNR, ), can be upper bounded as follow:

€1,k

+gl,n

Qs < /_ fur (0)dy, (71)

P

since [, (ye_ll_yk> —F, (y) < F,, <yﬁ_1’;_y,€) <1.
p p

With this upper bound, the overall outage probability canupper bounded as follows:

P, =Q.+P («Tk < EITR) (72)

Lk~
—=+€in

< [ atidr e (o< 0

€1,k
P

To find a high SNR approximation aof,,, (x), first recall that the CDF of,, is given by

n—1 .
n—1 ) [ch (:L,)]K—n+j+1
F, = Yn , 1) —= 4 : 73
(@) VZ( ey 73)
Whenz — 0, we have
N —M 1 N—-M+1
Fo (z) = 2 +lz) @ _ (74)
(N — M)! (N —M+1)!
Therefore, the CDF of,, can be approximated as follows:
1 pN—M+1 K—k+j+1
~— [n—1 , ((N—M-i—l)!)
F:c ~ Tn . -1 J E
@ 72( P L
~ 2 N-M+1 K—k+1
~ n 75
K—n+1<MﬁJW+DO ’ (75)

whenz — 0.

Substituting the above approximation inta](72), the overatage probability can be upper bounded as

follows:

) N—M+1\ K—=k+1

€1,k ~
Tn (T +€1,n
K—n+1 (N =M +1)!

Py < (76)

1

— PN (KR4 1)

And the proof is completed.
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APPENDIX D

PROOF FORLEMMA [

With the same notations used in the proof for Theokém 1, titNRSAt then-th user can be expressed

as follows:

ST pzr —1
SINR, = puw, Y- LU= (77)

PL

if it can decode thé:-th user's message, i.e.,

xnaik
log 1+ — 5 1 > Rl,k- (78)
TnO + "

Therefore the outage events at thh user can be categorized into the two following types:

« Events in which the:-th user cannot decode theth user, i.e.,

log [ 1+ Tn0 R
0 - <
& xnain + % b

« Events in which the:-th user can decode theth user, but cannot decode its own, i.e.,
log [ 14 _"nCL R
0 — | > ,
g .Z’n(){in _'_% 1,k

log (1 + pxnain < le) .

and

Therefore the outage probability experienced by kil user is given by

o Tnp+1

xnp+1 2
Pllog | 1" ) > Ry log (1 w2 < Rin) |
" (Og<xna%,np+1> tin 08 (1 4 pnl < B )>

Qs
The first factor ofP? can be calculated as follows:

Qi=P (1()% (LH> < Rl,k) (80)

xna%,np + 1

2Pk g ;
P <.Z’k <z, < m) y |f 1> 2R1"k0617n

1, otherwise
The constraint ofl > 2%+, is equivalent to the following one:
2Rk (2R1,k —2)

P
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As a result,P (log (%) < R17k> can be expressed as follows:

na%np—i-l
P (a:k <@y < % , if 1> 2fueqg
T > W) & Rip>1
Qi=1 P(mn<mn < Zel—), i 1>200ay, - (82)
& Rip<1
1, otherwise

ConsequenthyP <log (%) < R17k> can be upper bounded as follows:

na%,np—"_l

2fk — 1
<P " 83
Q4 < <$k<l’ < p(1_2Rl,kam)) (83)

Rk (9R1e _ 9
+P (l’k < ( )) ,
P
if Ry, > 1, otherwise

2Rk ]
=P <xp < . 84
Q, (x <2 2%17”)) (84)

R R
w) does not need to

Comparing [(8B) to[(84), one can observe that the probatiﬂi(;m;C <
be taken into consideration for the caselok R;; < 1. In the following, we first focus on the case

Rl,k > 1.

2ftik

It is important to note that the constrainf, < =, < ) yields the following additional

p(1—2R17ka1’n

constraint forz,,:

2tk —
0 <1 — 9Ri 7v1+f’$k—1> ’

PTk

(85)

T <

which leads to the following inequality:
22R1’k _ 1

o< (86)
p

ThereforeP (log (%) < Rl,k) can be upper bounded as follows:
n=1n

Tpp+1
Pl — | <R 87
(v (ren) < ) e
PAE 2281k 1)

<
(1 2Fkar,) p

2Rk (9B — 9
+ P <1’k < ( )>
P

2Rk _ 2Rk (9R1E — 9
§P<$k<7)+P<{L’k< ( ))
P P

§P(9§k<xn<
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Following steps similar to those used in the previous sactie have the following asymptotic result:

92R1 _ q 1
P (l’k < P ) — p(N—]\/[‘Fl)(K_k—i_l). (88)

The other probabilities have the same asymptotic behaaat,therefore by combining (B7) arid [(88), we
have

Tnp+1 . 1
' (bg (ﬁ) ) R) < AT ®9)

wherea<b denoteslim % > lim % [16]. The above conclusion is also valid for the case R, < 1.
pP—00

p—00

The factor(); can be upper bounded as follows:

Qs <P (log (1 + pxnain < Rl,n)) (90)

2R1,7L — 1
pal,n

2ftin g

2
pal,n

21

pTH,

A hidden constraint on;, due tox, < z,, < is

1n_1

which yieldsz, < 21

Therefore the facto€); can be further upper bounded as follows:

2fin 1 22Rin |
Q3§P<xk<xn<72,xk<7) (92)
pal,n 1Y
2Ran ] 1
<P (xk < P ) - PN (K1)
Combing [(89),[(9R) and (93), the overall outage probabiiy be upper bounded as follows:
1
P, — (93)

p(N=MA1)(K—k+1)

And the proof is completed.
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