
Beyond Dirac and Weyl fermions: Unconventional quasiparticles in conventional
crystals

Barry Bradlyn,1, ∗ Jennifer Cano,1, ∗ Zhijun Wang,2, ∗ M. G.

Vergniory,3 C. Felser,4 R. J. Cava,5 and B. Andrei Bernevig2

1Princeton Center for Theoretical Science, Princeton University, Princeton, New Jersey 08544, USA
2Department of Physics, Princeton University, Princeton, New Jersey 08544, USA

3Donostia International Physics Center, P. Manuel de Lardizabal 4, 20018 Donostia-San Sebastián, Spain
4Max Planck Institute for Chemical Physics of Solids, 01187 Dresden, Germany

5Department of Chemistry, Princeton University, Princeton, New Jersey 08544, USA
(Dated: March 9, 2016)

In quantum field theory, we learn that fermions come in three varieties: Majorana, Weyl, and
Dirac. Here we show that in solid state systems this classification is incomplete and find several
additional types of crystal symmetry-protected free fermionic excitations . We exhaustively classify
linear and quadratic 3-, 6- and 8- band crossings stabilized by space group symmetries in solid state
systems with spin-orbit coupling and time-reversal symmetry. Several distinct types of fermions
arise, differentiated by their degeneracies at and along high symmetry points, lines, and surfaces.
Some notable consequences of these fermions are the presence of Fermi arcs in non-Weyl systems
and the existence of Dirac lines. Ab-initio calculations identify a number of materials that realize
these exotic fermions close to the Fermi level.

Introduction Condensed matter systems have re-
cently become a fertile ground for the discovery of
fermionic particles and phenomena predicted in high-
energy physics, but which lack experimental observa-
tion. Starting with graphene and its Dirac fermions[1],
continuing to Majorana fermions in superconducting
heterostructures[2–7], and, most recently, with the dis-
covery of Weyl[8–16] and Dirac[17–22] semimetals, solid-
state physics has proven to be an efficient simulacrum
of relativistic free fermions. There is, however, a funda-
mental difference between electrons in a solid and those
at high energy: for relativistic fermions, the constraints
imposed by Poincaré symmetry greatly limit the types
of particles that may occur. The situation in condensed
matter physics is less constrained; only certain subgroups
of Poincaré symmetry – the 230 space groups that exist
in 3d lattices – need be respected. There is the poten-
tial, then, to find free fermionic excitations in solid state
systems that have no high energy analogues.

Here, we find and classify these exotic fermions, pro-
pose experiments to demonstrate their topological char-
acter, and point out a large number of different classes
of candidate materials where these fermions appear close
to the Fermi level. We consider materials with time re-
versal (TR) symmetry and spin-orbit coupling. We find
that three of the space groups host half-integer angular
momentum fermionic excitations with three-fold degen-
eracies, stabilized by non-symmorphic symmetries. The
existence of three-fold (and higher) degeneracies has long
been known from a band theory perspective[23–27]. Our
purpose is to elucidate their topological nature. We
show that all of the three-fold degeneracies either carry
a Chern number ±2 or sit at the critical point separat-
ing the two Chern numbers. In two closely related space
groups, the combination of TR and inversion results in

six-fold degeneracies that consist of a three-fold degen-
eracy and its time-reversed partner, a “six-fold Dirac
point.” There are two other types of six-fold degenera-
cies, both of which are distinct from free spin-5/2 parti-
cles. We also discuss eightfold degeneracies, which were
recently introduced in Ref. [28]. Here, we prove that
there exists a finer classification of the 8−fold degener-
ate fermions. Finally, we show that for the 3-fold, as
well as for a class of 4-fold degeneracies discussed in a
future manuscript, the low energy Hamiltonian is of the
form k · S, where S is the vector of spin-1 or -3/2 matri-
ces. This provides the first natural generalization of the
recently discovered Weyl fermion Hamiltonian, k · σ[8–
16].

We enumerate all possible 3-, 6- and 8- fold degen-
erate fermions in the subsequent sections. We include
a symmetry analysis for each degeneracy type; an ex-
haustive search of the 230 space groups[23] guarantees
that the list is complete. For each new fermion, we in-
vestigate the low-energy k · p Hamiltonian allowed by
the space group symmetries[23, 29–31]. This determines
which degeneracies carry non-trivial Berry curvature or
host exotic symmetry-enforced degeneracies along high-
symmetry lines or planes in the Brillouin zone (BZ)[32–
34]. We derive the role these features play in trans-
port and surface properties. Finally, using ab-initio tech-
niques, we predict existing material realizations for each
of our new fermions, close to the Fermi level. We con-
clude with a discussion of the experimental outlook for
synthesizing new fermions.

Space groups with 3-, 6-, and 8-band crossings The
guiding principle of our classification is to find irreducible
representations (irreps) of the (little) group of lattice
symmetries at high-symmetry points in the BZ for each
of the 230 space groups (SGs); the dimension of these
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representations corresponds to the number of bands that
meet at the high-symmetry point, and is one of the char-
acteristics of the fermion type. Since we are interested in
fermions with spin-orbit coupling, we consider only the
double-valued representations; TR symmetry is an an-
tiunitary that squares to −1. Table I summarizes the
results of our search. All the space groups include non-
symmorphic generators, and all representations are pro-
jective; these are in fact necessary ingredients for the 3-,
6- and 8-d irreps, as elaborated upon in the Supplemen-
tary Material.

We find that space groups 199, 214, and 220 may host a
three-dimensional representation at the P point in the BZ
(the high-symmetry points are defined in the Supplemen-
tary Material). These space groups have a body-centered
cubic Bravais lattice, and the P point is a TR non-
invariant point at a corner of the BZ (that is, P 6= −P ).
All three of these systems host a complementary 3-fold
degeneracy at −P due to TR symmetry; Kramers’s theo-
rem requires this to be the case. SG 214 is unique in that
the 3-fold degeneracy at −P persists even if time reversal
symmetry is broken, as the P and −P points are related
by a two-fold screw rotation in the full symmetry group.

In the presence of TR symmetry, six space groups can
host 6-fold degeneracies. In all cases, these arise as 3-
fold degeneracies which are doubled by the presence of
TR symmetry. Four of these – SGs 198, 205, 212, and 213
– correspond to simple-cubic Bravais lattice, and the 6-
fold degeneracy occurs at the TR invariant R point at the
corner of the BZ. The other two 6-fold degeneracies occur
in SGs 206 and 230 at the P point. Although this point
is not TR invariant, these SGs are inversion symmetric,
and hence all degeneracies are doubled.

Finally, we find, in agreement with previous work[28],
that seven SGs may host 8-fold degeneracies. However,
as shown below, the resulting fermions fall into distinct
classes. Two of these, SGs 130 and 135 have a tetragonal
Bravais lattice; these are special in that they require 8-
fold degeneracies at the time-reversal invariant A point.
In addition, SGs 222, 223 and 230 may host 8-fold degen-
eracies. SGs 222 and 223 are simple-cubic, and an 8-fold
fermion can occur at the R point in the BZ; for SG 230,
it occurs at the time-reversal invariant H point.

There are two more SGs that can host 8-fold degenera-
cies, SG 218 and SG 220. These differ from the others in
that they lack inversion symmetry. Energy bands away
from high symmetry points need no longer come in pairs.
SG 218 has a simple cubic Bravais lattice, and an 8-fold
degeneracy may occur at the R point. In SG 220 the
degeneracy may occur at the H point.

Low energy effective models For each of the band
crossings in Table I, we compute a low-energy expan-
sion of the most general Hamiltonian consistent with the
symmetries of the little group near the degeneracy point,
k0, in terms of δk ≡ k− k0. Full details of the construc-
tions are in the Supplementary Material. Representative

SG La k d Generators

198 cP R 6 {C−
3,111|010}, {C2x| 12 3

2
0}, {C2y|0 3

2
1
2
}

199 cB P 3 {C−
3,111|101}, {C2x| 1̄2 1

2
0}, {C2y|0 1

2
1̄
2
}

205 cP R 6 {C−
3,111|010}, {C2x| 12 3

2
0}, {C2y|0 3

2
1
2
}, {I|000}

206 cB P 6 {C−
3,111|101}, {C2x| 1̄2 1

2
0}, {C2y|0 1

2
1̄
2
}

212 cP R 6 {C2x| 12 1
2
0},{C2y|0 1

2
1
2
},{C−

3,111|000},{C2,11̄0| 14 1
4

1
4
}

213 cP R 6 {C2x| 12 1
2
0},{C2y|0 1

2
1
2
},{C−

3,111|000},{C2,11̄0| 34 3
4

3
4
}

214 cB P 3 {C−
3,111|101}, {C2x| 1̄2 1

2
0}, {C2y|0 1

2
1̄
2
}

220 cB P 3 {C3,1̄1̄1|0 1
2

1
2
},{C2y|0 1

2
1
2
},{C2x| 32 3

2
0},{IC−

4x| 12 11}
230 cB P 6 {C3,1̄1̄1|0 1

2
1
2
},{C2y|0 1

2
1
2
},{C2x| 32 3

2
0},{IC−

4x| 12 11}
130 tP A 8 {C4z|000}, {σx̄y|00 1

2
}, {I| 1

2
1
2

1
2
}

135 tP A 8 {C4z| 12 1
2

1
2
}, {σx̄y|00 1

2
}, {I|000}

218 cP R 8 {C2x|001}, {C2y|000}, {C−
3,111|001}, {σx̄y| 12 1

2
1
2
}

220 cB H 8 {C2x| 12 1
2
0}, {C2y|0 1

2
3
2
}, {C−

3,111|001}, {σx̄y| 12 1
2

1
2
}

222 cP R 8 {C−
4z|000}, {C2x|000}, {C−

3,111|010}, {I| 1
2

1
2

1
2
}

223 cP R 8 {C−
4z| 12 1

2
1
2
}, {C2x|000}, {C−

3,111|010}, {I|000}
230 cB H 8 {C4z|0 1

2
0}, {C2y|1 1

2
1
2
}, {C3,111|111}, {I|000}

TABLE I. Summary of all new fermion types in solid state
systems. La indicates the type of lattice (cP is cubic primitive,
cB is cubic body-centered, and tP is tetragonal primitive), d
indicates the maximum degeneracy at the relevant k point in
the presence of time reversal symmetry. Group generators are
defined in the Supplementary Material.

plots of the band dispersion along high symmetry lines
are shown in Figs. 1–3, where inessential higher-order
terms have been added for the sake of clarity.

We begin by analyzing the threefold degeneracy points.
The linearized k·p Hamiltonian for SGs 199 and 214 take
the form

H199(φ, δk) =




0 eiφδkx e−iφδky
e−iφδkx 0 eiφδkz
eiφδky e−iφδkz 0


 , (1)

where φ is a real parameter; without loss of generality
we set the zero of energy at zero throughout and omit an
overall energy scale. The bands are non-degenerate away
from δk = 0, unless φ = nπ/3 for integer n, in which
case bands become degenerate along the lines |δkx| =
|δky| = |δkz|. While the locations of these degeneracies
in (δk, φ) change in the presence of higher order terms,
they identify two topologically distinct phases. First, for
π/3 < φ < 2π/3, the δk 6= 0 Hamiltonian is adiabatically
connected to the one with φ = π/2 for sufficiently small
|δk| > 0. At this value of φ, the Hamiltonian takes the
form

H199(π/2, δk) = δk · S, (2)

where the matrices Si are the generators of the rotation
group SO(3) in the spin-1 representation. This shows
that our three-fold fermion is a fermionic spin-1 gener-
alization of an ordinary Weyl fermion. The translation
phases of the non-symmorphic little-group symmetries
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(a) SGs 199 and 214 (b) SG 220

FIG. 1. Energy dispersion near a three-fold degeneracy at the P point in (a) SGs 199 and 214 and (b) SG 220. In the latter
case, pairs of bands remain degenerate in energy along the high-symmetry lines |δkx| = |δky| = |δkz|.

have effectively converted a half-integer spin representa-
tion into an integer-spin representation. The three bands
ψ±, ψ0 of the Hamiltonian have energies ε± = ±|δk|, ε0 =
0. Furthermore, the Chern numbers of each of these
bands evaluated over any closed surface enclosing the de-
generacy point are ν± = ∓2 and ν0 = 0. These Berry
fluxes characterize the entire phase π/3 < φ < 2π/3.

At φ = nπ/3, the ν = 0 band becomes degenerate
with both the bands ψ± at different points in momentum
space; these degeneracies transport Berry curvature be-
tween ψ+ and ψ−. The formation of line nodes at the
transition is an artifact of linearization: when higher or-
der terms are included in the Hamiltonian, the line nodes
break up into sets of four single Weyl nodes, which carry
Berry curvature away from the degeneracy point. The
properties of all the phases for the other values of φ can
be derived from those for π/3 < φ < 2π/3; all regions
feature bands with Chern number ±2 (see Supplemen-
tary Material). Thus, this three-band crossing has the
topological character of a double Weyl point[35], but the
dispersion of a single Weyl point; this behavior is facil-
itated by the trivial (ν = 0) band passing through the
gapless point. The energy spectrum is pictured in Fig. 1a.

Having identified a fermion with a spin-1 k · S Hamil-
tonian, it is natural to ask if there exist similar particles
for higher values of angular momentum j. Our classifi-
cation of new fermions rules out the possibility of j ≥ 2,
since these would either have degeneracy greater than
eight, which we have ruled out via an exhaustive search,
or would have appeared on our list. In the Supplemen-
tary Material, we present a full classification of j = 3/2
fermions, which we find can be stabilized by either sym-
morphic or non-symmorphic symmetries; we find seven
space groups which can host this excitation. Three of
these overlap with groups mentioned earlier: SGs 212 and
213 can host spin-3/2 fermions at the Γ point and SG 214
can host a spin-3/2 fermion at the Γ and H points.

The 3-fold degeneracy in SG 220 is distinct from that

in SGs 199 and 214. The linear-order k · p reads

H220 = H199(0, (δky, δkx,−δkz)) (3)

This 3-fold degeneracy sits at a critical point in the phase
diagram for SG 199 described in the previous paragraph.
Consequently, pairs of two bands are degenerate along
the lines |δkx| = |δky| = |δkz| (Fig. 1b). Mirror and
3-fold rotation symmetry dictate that – unlike for SGs
199 and 214 discussed above – these line nodes persist to
all orders in the k · p expansion, as proved in the Sup-
plementary Material. The line nodes are characterized
by the holonomy of the wavefunction (i.e. Berry phase),
around any loop encircling the line, given by w = −1.

Next, we consider the 6-fold band degeneracies. We
start with SGs 205, 206 and 230, in which TR symme-
try, T , times inversion, I, forces all bands to be two-fold
degenerate, as shown in Figs 2a and 2b. In SGs 206 and
230, the k · p Hamiltonian can be written as

H206 = H199 ⊕H∗199 (4)

Due to T I, there is no abelian Berry curvature (i.e.
Chern number) associated with these degeneracies. In-
stead, we can consider the non-Abelian SU(2)-valued
holonomy (Wilson loop[36, 37]) of the wavefunction in
each twofold degenerate pair of bands. Evaluated along
C2 symmetric loops, the eigenvalues of the SU(2) holon-
omy matrix wind twice – and in opposite directions –
around the unit circle as a function of position in the Bril-
louin zone (see Supplementary Material.). Note, that,
as gauge-invariant quantities, these eigenvalues are in-
principle measurable[38, 39], and hence their winding
provides a meaningful topological classification.

Unlike the previous cases, SG 205 contains inversion
symmetry in the little group of the R point. This forces
the effective Hamiltonian to be quadratic in δk. However,
it is still related to H199 by,

H205(δk) = H199(δk′)⊕H∗199(δk′) + F (δk)⊕ F (δk),

(5)
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where F (δk) is a diagonal matrix whose entries are
E1δk

2
x + E2δk

2
y + E3δk

2
z , and all cyclic permutations of

the δki’s. Due to its quadratic coordinate dependence,
H205(δk) has only bands of zero net Berry flux, and Wil-
son loop eigenvalues do not wind.

We conclude our analysis of the 3- and 6-fold fermions,
with SGs 198, 212, and 213. Unlike the other 6-band
systems, these lack inversion symmetry, and so host six
bands with distinct energies. The linearized k ·p Hamil-
tonians may be written as,

H198(δk) =

(
H199(φ, δk) bH199(0, δk)

b∗H199(0, δk) −H∗199(φ, δk)

)
, (6)

H212,213(δk) =

(
H199(π/2, δk′) bH199(0, δk′)

b∗H199(0, δk′) −H∗199(π/2, δk′)

)
,

where δk′ = (δkz, δkx,−δky) and b is an arbitrary param-
eter. The six eigenstates of these Hamiltonians have dis-
tinct energies except along the faces of the BZ, where the
spectrum degenerates into pairs related by the composi-
tion of a non-symmorphic C2 rotation and time reversal;
this degeneracy is shown in Fig. 2c. Since this symmetry
is antiunitary and squares to −1, these degeneracies are
stable to higher order terms in k · p.

Next, we examine the 8-fold fermions. In SGs 130 and
135, T I symmetry mandates doubly degenerate bands.
Close to the A point, the linearized k · p Hamiltonian
reads

H130 = H135 = δkz(aσ2σ3σ3 + bσ2σ3σ2 + cσ2σ3σ1) (7)

+ δkx(−dσ1σ3σ0 + eσ1σ2σ3 + fσ1σ2σ2 + gσ1σ2σ1)

+ δky(dσ3σ3σ0 + eσ3σ2σ3 + fσ3σ2σ2 + gσ3σ2σ1)

where a, b, . . . , g are real-valued parameters. This Hamil-
tonian has fourfold degenerate line nodes along lines
δki = δkj = 0 with i 6= j; i, j ∈ {x, y, z} which follow
the BZ edges, as shown in Fig. 3a. This is seen by noting
that the matrices multiplying any given δki are part of a
Clifford algebra. These lines are generally protected by
composites of time reversal and non-symmorphic mirror
symmetry. Due to T I symmetry, abelian Berry phase of
these line nodes vanishes. However, they can be charac-
terized by the two (−1) eigenvalues of the SU(2) Wilson
loop encircling them.

A similar story holds for SGs 222, 223 and 230, with

H222 = H223 = δkz(aσ3σ1σ3 + bσ1σ1σ1 + cσ1σ1σ2)

− δkx(
a

2
σ1σ1σ3 +

a
√

3

2
σ1σ2σ0 + bσ3σ1σ1 + cσ3σ1σ2)

+ δky(
a

2
σ2σ1σ0 −

a
√

3

2
σ2σ2σ3 + bσ0σ1σ2 − cσ0σ1σ1),

(8)

and a similar expression for H230 after a permutation of
the δk’s. Besides the T I double degeneracy of all bands,
there are no additional degeneracies, as shown in Fig. 3b.

Finally, we examine the 8-fold degeneracy in SGs 218
and 220. Because both of these cases lack T I, they
have eight non-degenerate bands away from the high-
symmetry point. However, there is a degeneracy along
high-symmetry lines emanating from it. Along lines
|δkx| = |δky| = |δkz|, the 8-fold degeneracy splits into
four singly degenerate bands and two pairs of doubly de-
generate bands. In addition, along lines where two of the
δki are zero, and along lines where δki = δkj , δkk = 0,
there are four pairs of doubly degenerate bands. Unlike
SGs 198, 212 and 213 above, however, there are no ad-
ditional degeneracies along high-symmetry planes. The
spectrum is shown in Fig. 3c. The k · p Hamiltonian is
given in the Supplementary Material.

Experimental signatures We now consider how to ex-
perimentally detect the topological character of the new
fermions. We start with the 3−fold degeneracy in SGs
199 and 214. Because the degeneracy at the P point
carries net Berry flux |ν| = 2, the surface spectrum will
host two Fermi arcs that emerge from the surface pro-
jection of the P point[8], similar to those that appear
from double Weyl points[35]. In the presence of TR, an
additional 3−fold degeneracy exists at the −P point at
the same energy; its surface projection will be the ori-
gin for two more Fermi arcs. Furthermore, since the
monopole charge is invariant under the action of time
reversal, materials in this symmetry group will always
exhibit Fermi arcs. Whether these arcs are masked by
other spurious Fermi pockets is a quantitative detail; the
arcs will nevertheless always exist. These four Fermi arcs
must terminate on the surface projection of four Weyl
points (or two double Weyl points), which must exist
elsewhere in the BZ. These can be identified with the
Weyl points that drive the topological phase transition
between Chern number ν = ±2: at the phase transition,
two Weyl fermions emerge from the threefold degener-
acy to carry away the Fermi arcs of the ν = +2 phase,
while two other Weyl points emerge as the endpoints of
the Fermi arcs for the ν = −2 phase. We have verified
this with a toy tight-binding model for SG 214. Fig. 4
shows the surface density of states for a surface in the
1̄11 direction in the first surface BZ. Two pairs of Fermi
arcs are visible, emanating from the surface projections
of the P and −P points. Breaking time-reversal symme-
try with an external Zeeman field will split each threefold
degeneracy into a number of Weyl points, as detailed in
the Supplementary Material; generically these will be a
mix of type-I and type-II Weyl fermions[40]. While in
SG 199 this will destroy the exact degeneracy between
the P and −P points, the degeneracy will persist in SG
214 for perturbations invariant under C2,11̄0.

In addition to Fermi arc surface states, the threefold
fermions will exhibit anomalous negative magnetoresis-
tance and a chiral anomaly distinct from that of either
a single or double Weyl point. For weak magnetic fields,
semiclassical considerations[42] suggest that the magne-



5

(a) SG 205 (b) SGs 206 and 230 (c) SGs 198, 212 and 213

FIG. 2. Energy dispersion near a six-fold degeneracy in (a) SG 205, (b) SG 206 and 230, and (c) SGs 198, 212, and 213. In
SGs 198, 212, and 213 bands become degenerate in pairs along the faces δki = 0 of the BZ. In SGs 205, 206 and 230, all bands
are two-fold degenerate due to inversion symmetry.

(a) SGs 130 and 135 (b) SGs 222, 223 and 230 (c) SGs 218 and 220

FIG. 3. Energy dispersion near an eight-fold degeneracy in (a) SGs 130 and 135, (b) SGs 222, 223 and 230, and (c) SGs 218
and 220. (a) and (b) show pairwise degeneracy due to inversion symmetry. In addition, in (a), two degenerate bands form
four-fold degenerate line nodes along the edges of the BZ. In (c) the eight-fold degeneracy splits into four non-degenerate and
two doubly degenerate pairs of bands along the high symmetry |δkx| = |δky| = |δkz| lines.

FIG. 4. Tight binding surface states for SG 214, showing the
surface density of states for a surface in the 1̄11 direction,
calculated using the open-source PythTB package[41]. The
x and y axes correspond to multiples of the reciprocal lat-
tice vectors g2 = 2π(1, 0, 1) and g3 = 2π(1, 1, 0) respectively.
There are Fermi arcs emanating from the points ±(0.25, 0.25)
which correspond to the surface projection of the P and −P
points. Inset shows the atoms in nine unit cells with lines to
indicate the nonzero hopping amplitudes; each unit cell con-
sists of four atoms with three p orbitals per atom. Only p
orbitals with intersite spin-orbit coupling are included.

toresistance in SGs 199 and 214 match that of a dou-
ble Weyl point[35], although the density of states corre-
sponds to a linear dispersion. At large magnetic fields,
the Landau level spectrum for the 3-fold fermions dis-
plays two chiral modes; unlike the case of an ordinary
(single or double) Weyl point, the spectral flow of these
chiral modes does not pass through zero momentum, but
instead flows to kz → ±∞. We show the numerically
computed Landau level spectrum in Fig. 5; the analyt-
ical derivation of the spectrum at the exactly solvable
φ = π/2 point can be found in the Supplementary Mate-
rial.

Since the rest of our new fermions do not host net
Berry curvature, there is no guarantee of topologically
protected surface states in the strictest sense. However,
the non-trivial Berry phase associated with the line node
in SG 220 implies the presence of a “Fermi drum ” sur-
face state[34, 43], although this will not be robust to
breaking of the crystal symmetry in the bulk. Also note
that, despite the name, these states need not be flat
– or even nearly flat – in energy. Similarly, the non-
abelian Berry phase associated to the Dirac lines in SG
130 and 135 suggests the existence of pairs of drumhead
states. Finally, in the presence of an external magnetic
field (or strain perturbation), these Dirac lines may be
split to yield any of the usual gapless topological phases:
Weyl, Dirac, and line node semimetals. This opens up
the possibility of tuning topological Dirac semimetals in
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FIG. 5. Landau Level spectrum of the 3-fold degenerate
fermion as a function of δkz with magnetic field along the
z direction. The two chiral modes can be clearly seen. The
inset shows that in fact both chiral have a spectral flow that
goes through kz → ±∞.

these materials with a Zeeman field, similar to the re-
cent progress made with field-created Weyl semimetals
in half-Heusler materials[15, 16]. Finally, all of our new
fermions are also detectable via ARPES (see, for exam-
ple similar experimental results in Ref. [44]) and through
quantum oscillation experiments.

Material realizations We propose candidate
materials[45, 46] that realize each of the new types
of fermions near the Fermi level. In the Supplementary
Material, we provide many more examples that require
doping to bring the Fermi level to the band crossing,
but which, in the cases where the fermions are below the
Fermi level, are still observable in ARPES experiments.
We have computed the band structure of each candidate
– shown in Figs 6–10 – to confirm that the desired band
crossings exist and are relatively close to the Fermi
level. We performed electronic structure calculations
within density-functional theory (DFT) as implemented
in the Vienna ab initio simulation package[47], and
use the core-electron projector-augmented-wave basis
in the generalized-gradient method[48]. Spin-orbital
coupling (SOC) is accounted for self-consistently. Unless
otherwise noted, all materials we report have been
synthesized as single crystals.

We begin with an exotic 3-band fermion is SG 199,
in Pd3Bi2S2, which exists in single crystal form[49]. The
band crossing at the P point is only .1eV above the Fermi
level, and its position could be further tuned by doping.
The band structure is shown in Fig. 6b.

Next, we consider the exotic 3-band fermion in SG 214
in Ag3Se2Au, which can be grown as a single crystal[50].
Fig. 6a shows that although the spin-1 Weyl point is
located 0.5eV below the Fermi level, there are fourfold
degeneracies at the Γ and H points located only .02eV
below the Fermi level and there are no other bands in the
vicinity: this remarkable material exhibits a k · S type
spin-3/2 Hamiltonian close to the Γ and H points.

Space groups 220 and 230 can host new fermions at
both the P and H points. In space group 220, we find
3-fold and 8-fold fermions in Ba4Bi3[51] and La4Bi3[52],
shown in Figs. 7a and 7b. In the latter case, the band
crossings are less than .1eV from the Fermi level. These
materials are parts of the families of compounds A4Pn3

and R4Pn3 (A = Ca, Sr, Ba, Eu; R = rare-earth element,
i.e. La, Ce; Pn (pnictogen) = As, Sb, Bi), which are also
potential candidates.

MgPt[53] is a near ideal example of a 6-band fermion
in SG 198; Fig. 8a shows the band crossing is about
.3eV above the Fermi level and isolated from other bands.
More examples can be found in the families of PdAsS[54]
and K3BiTe3[55], as shown in Figs 8b and 8c. These
band crossings are about .7eV below and .5eV above the
Fermi level, respectively. Similar fermions can be found
closer to the Fermi level in the compounds Li2Pd3B[56]
(SG 212) and Mg3Ru2[57], shown in Figs 8d and 8e.

The quadratic 6-band fermions in SGs 205 can be
found in PdSb2[58], as shown in Fig. 8f, as well as in
the similar compounds FeS2 and PtP2.

The 8-band fermions required to exist in SG 130 sit
almost exactly at the Fermi level in CuBi2O4 and are
isolated from all other bands, as shown in Fig. 9a. This
material has a filling of 180 = 8∗22+4 electrons per unit
cell, and hence it represents the first realizable example
of a filling enforced semimetal[59]. CuBi2O4 exists in
powder form, and growth of single crystals is currently
being attempted. The material is magnetic below 50K,
so experiments will need to be carried out above the Neèl
temperature, if not for interaction effects, which appear
to make this material insulating[60]. There are other bis-
muth oxides in this space group, which are also required
to exhibit 8-fold fermions; Fig. 9b shows PdBi2O4[61],
which exists in single crystal form, and two predicted
compounds are shown in the Supplementary Material.

8-band fermions are also required to exist in SG 135.
One example is shown in Fig. 9c in PdS, sitting .25eV
above the Fermi level. This material is naturally insulat-
ing, but could be potentially doped. It has been observed
in polycrystalline form[62].

The 8-band fermions predicted to occur in SG 218 exist
in CsSn[63] and CsSi[64], and more generally, in the class
AB for A=K, Rb, Cs and B=Si, Ge, Sn; the band struc-
ture of CsSn shows its unique splitting into four two-fold
degenerate bands in the kx = kz direction away from the
R point in Fig. 9d. There is a similar 8-band fermion
at the H point in SG 220, which is shown in Fig. 7 for
Ba4Bi3[51] and La4Bi3[65].

The 8-band fermions predicted to occur in SG 223 are
exhibited in the candidates X3Y, where X is either Nb or
Ta and Y is any group A-IV or A-V element in the beta-
tungsten structure A15, as well as in the family MPd3S4,
where M is any rare-earth metal. The band structures
for Ta3Sb (powder)[66] and LaPd3S4[67] show the 8-band
crossing within nearly .1eV of Fermi level, as shown in
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FIG. 6. Materials exhibiting 3-fold fermions near the Fermi level.
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FIG. 7. Compounds in SG 220 display 3- and 8-fold fermions near the Fermi level at the P and H points, respectively.
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FIG. 8. 6-fold fermions at the R point in (a,b,c) SG 198, (d) SG 212, (e) SG 213, and (f) SG 205.
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FIG. 9. 8-fold fermions at the A point in (a) CuBi2O4, (b) PdBi2O4, and (c) PdS, and at the R point in (d) CsSn.

(a) Ta3Sb (SG 223)
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FIG. 10. 8-fold fermions at the R point in (a) Ta3Sb, (b) LaPd3S4 and (c) Nb3Bi.

Figs 10a and 10b. Fig. 10c shows Nb3Bi (powder)[68],
which has two 8-fold fermions within .1eV of the Fermi
level. An exhaustive database search is currently under-
way for all filling-enforced semimetals with new fermions
close to the Fermi level.

Outlook In this letter we have analyzed all possible
exotic fermion types that can occur in spin-orbit coupled
crystals with time reversal symmetry going beyond the
Majorana-Weyl-Dirac classification. By virtue of their
band topology, these fermions can play host to novel
surface states, magnetotransport properties, and ARPES
signatures. Growth of many of the material candidates
mentioned above, including AsPdS, La3PbI3, La4Bi3,
LaPd3S4 and Ta3Sb is currently underway, and should
yield fruitful results in ARPES and magnetotransport

experiments.

As we have emphasized throughout, non-symmorphic
crystal symmetries were essential for stabilizing these
fermions – it is the presence of half-lattice translations
that allow spin-1/2 electrons to transform under inte-
ger spin representations of the rotation group, yielding
3−fold and 6−fold degeneracies. The new fermions also
provide an explicit realization of the non-symmorphic in-
sulating filling bounds derived recently in Refs. [59, 69],
as follows. Due to the presence of TR symmetry, we
know that our threefold fermions must occur in connec-
tion with an additional non-degenerate band, so that all
bands have Kramers partners at TR invariant momenta;
this suggests that the minimal band connectivity in these
space groups is four, consistent with the filling bounds.
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Similarly, since the 6−fold fermions arise from doubling
a three-fold degeneracy, each of which comes along with
an aforementioned additional non-degenerate band. We
thus expect – and indeed confirm – that the minimal in-
sulating filling is 8 in these cases. Finally, as noted in
Ref. [28], the 8−fold degenerate fermions saturate the
filling bound for those SGs.

Looking ahead, there are several open questions which
deserve future attention. First, gapping these degen-
eracies by breaking the symmetries that protect them
can lead to novel symmetry-protected topological phases,
with new classes of 2d gapless surface modes. Further-
more, our symmetry analysis can be extended to crystals
with magnetic order, and hence with interactions. This
requires an investigation of representations of the 1191
remaining magnetic space groups, which we are currently
undertaking.
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I. SYMMETRY ANALYSIS OF 3D AND 6D IRREPS

A. Notation

A Bravais lattice in three dimensions has three basis vectors, indicated by ti, i = 1, 2, 3. Reciprocal space lattice
vectors are indicated by gi, where gi · tj = 2πδij . The new fermions described in the main text occur only in the
primitive cubic, body-centered cubic, and primitive tetragonal lattices; their lattice and reciprocal lattice vectors are
shown in Table I. Diagrams of the first Brillouin zone for each of these Bravais lattices are shown in Figure S1, with
high symmetry points labelled.

We indicate non-symmorphic symmetry operations using Seitz notation, i.e., a point group operation O followed
by a translation v = viti is indicated by {O|v} or, component-wise, {O|v1v2v3}. The rules for combining operations
is as follows:

{O2|v2}{O1|v1} = {O2O1|v2 +R2v1}. (S1)

We thus have the following useful relations:

{O|v}−1 = {O−1| − O−1v}, (S2)

{O|v} = {E|v}{O|0} = {O|0}{E|O−1v}. (S3)

We will always use E for the identity operator and I for inversion. We frequently use R to indicate a 2π rotation; since
we are interested in spin-1/2 particles, this operator is always represented by −I. We use C2x, C2y, C2z to indicate
2-fold rotations about the x-, y- or z- hat axes; otherwise, we use Cn,nxnynz to indicate an n-fold rotation about the
nxx̂+ny ŷ+nz ẑ axis. Similarly, σx, σy, σz indicate mirror operations through the planes perpendicular to the indicated
axis and σnxnynz indicates a mirror operation through the plane perpendicular to the nxx̂+ ny ŷ+ nz ẑ direction. We

also encounter four-fold roto-inversions; we define S4x ≡ IC−1
4x and similarly for y and z. Pure translations are

indicated by {E|t}. Irreducible representation (irrep) of the group of translations are labeled by reciprocal space
vectors; in the irrep labeled by k, an integer translation t ≡ niti is represented by the phase e−ik·t.

The little group Gk0 of a point k0 in reciprocal space is the set of all space group operations {O|v} such that
Ok0 = k0 + nigi, i.e., the set of all space group operations whose ‘symmorphic part’ leaves k invariant up to an
integer reciprocal lattice vector; later we will consider the effect of including time reversal in this definition. If a d-
dimensional irrep exists, a generic Hamiltonian which respects the space group symmetries can display a d-dimensional
degeneracy at k0. However, if multiple irreps with dimensions d1, d2, ... exist, not all will necessarily be realized in
a given material. Furthremore, notice that two-fold degeneracies (Weyl fermions) can exist without protection by a
space group symmetry.

Bravais lattice Lattice vectors Reciprocal lattice vectors

Primitive cubic (a, 0, 0), (0, a, 0), (0, 0, a) 2π
a

(1, 0, 0), 2π
a

(0, 1, 0), 2π
a

(0, 0, 1)

Body-centered cubic a
2
(−1, 1, 1), a

2
(1,−1, 1), a

2
(1, 1,−1) 2π

a
(0, 1, 1), 2π

a
(1, 0, 1), 2π

a
(1, 1, 0)

Primitive tetragonal (a, 0, 0), (0, a, 0), (0, 0, c) 2π
a

(1, 0, 0), 2π
a

(0, 1, 0), 2π
c

(0, 0, 1)

TABLE I. Lattice and reciprocal lattice vectors
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If a d-band crossing exists, and if the Fermi level is near the crossing, then these bands constitute the low-energy
dispersion relation of a fermion with d components. Here we are exploring fermions beyond the Weyl and Dirac
paradigm. These new fermions consist of 3-, 6- and 8-band crossings in the presence of time reversal symmetry; the
6- and 8-band crossings emerge from 3- and 4-band crossings without time reversal symmetry. In addition, we show
that the degeneracy of the band crossing does not fully characterize the behavior of the fermion. Degeneracies on
high-symmetry lines and planes provide a further, finer grading, which completes our fermion classification.

In the main text, we discussed the particular space groups that can support 3-, 6-, or 8-band crossings at prescribed
points in the Brillouin zone. In the appendices, we will address each space group mentioned in the main text and show
that the little group at the prescribed point has an irrep of the correct degeneracy to support the band crossings1–5.
In particular, we will first find the little group without time reversal symmetry, where it will display either a 3- or
4-band crossings, and then show that the irrep either remains 3-dimensional or doubles in size to 6- or 8-dimensional
(since we are interested in 3-, 6-, and 8-band crossings, we do not include in our search 4d irreps that remain the
same size in the presence of time reversal.)

B. Space groups with 3d irreps

In this appendix, we prove a sufficient condition for the existence of a 3d irrep given three group generators. We
show that it is satisfied by the generators of the little group at the point k0 = (π, π, π) for the space groups 198,
199, 205, 206, 212, 213, 214, 220 and 230. These are all cubic lattices1; hence, symmetry operators that leave the
(π, π, π) point invariant (up to a reciprocal lattice vector) include a 3-fold rotation about the x̂+ ŷ + ẑ axis, a 2-fold
rotation about the x̂ or ŷ axes, or any combination of these elements. These operators, potentially combined with
non-symmorphic translations, generate the little group at the (π, π, π) point. In some cases, additional generators,
which do not change the size of the 3d irrep, are also present.

We then consider the presence of time reversal symmetry. We show that in the presence of time reversal symmetry,
space groups 198, 205, 206, 212, 213 and 230 can host 6-fold degeneracies at the (π, π, π) point, while space groups
199, 214 and 220 can host 3-fold degeneracies at this point.

C. Sufficient condition for a 3d irrep

Consider the case when the little group at a particular high-symmetry point has three generators, G1,G2, and G3,
with matrix representations G1, G2, and G3, perhaps up to an overall phase (i.e, the representation of Gi is eiθiGi).
Then if the matrices satisfy

G2
1 = G2

2 = G3
3 = 1, [G1, G2] = 0, G1G3 = G3G2, G2G3 = G3G1G2, (S4)
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FIG. S1. (a) The Brillouin zone of a tetragonal Bravais lattice. (b) The Brillouin zone of a simple cubic Bravais lattice. (c)
The Brillouin zone of a body-centered cubic Bravais lattice. In cases (a) and (b) all of the labelled high-symmetry points are
time-reversal invariant. In case (c) only the P point is not time-reversal invariant. (A particular point, k, is (not) time-reversal
invariant if 2k is (not) an integer reciprocal lattice vector.)
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there exists a 3d irrep. Before proving this, we comment that Eq. (S4) places tight constraints on the operators:
clearly G3 is a three-fold rotation or screw and G1 and G2 are either two-fold rotations or screws (they could also be
mirrors or glides without any change to the logic). The defining axes of G1 and G2 must be perpendicular, otherwise
G1G2G

−1
1 G−1

2 would not be proportional to the identity. Now assume that G1 and G2 are both symmorphic: then G1

and G2 anti-commute, regardless of putative phases θ1,2; hence, the assumption must be wrong, and at least one of
G1 or G2 must be non-symmorphic. Thus, non-symmorphicity plays a crucial role in obtaining 3-fold fermions.

In addition, since G1 and G2 are 2-fold rotations or screws about orthogonal axes – which implies G1G2 must be a
2-fold rotation or screw about their mutually orthogonal axis – then the last two equalities in Eq. (S4) require G3 to
have equal components (up to a sign) along the axes of G1,G2 and G1G2. Consequently, Eq. (S4) can only hold in a
cubic lattice.

We now show that Eq. (S4) requires a 3d irrep. We show this by considering an eigenstate of the Hamiltonian, ψ,
which is a simultaneous eigenstate of G1 and G2 with respective eigenvalues λ1 and λ2. Eq. (S4) shows that G3ψ and
G2

3ψ are also a simultaneous eigenstates of G1 and G2:

G1G3ψ = G3G2ψ = λ2G3ψ,

G2G3ψ = G3G1G2ψ = λ1λ2G3ψ,

G1G
2
3ψ = G3G2G3ψ = G2

3G1G2ψ = λ1λ2G
2
3ψ,

G2G
2
3ψ = G3G1G2G3ψ = G2

3G1ψ = λ1G
2
3ψ. (S5)

As long as either λ1 6= 1 or λ2 6= 1, ψ,G3ψ and G2
3ψ all have distinct pairs of eigenvalues under G1 and G2, which

means that they are three distinct states, and transform as a 3d irrep of G3, G1 and G2. (The case λ1 = λ2 = 1
corresponds to the trivial representation, where all Gi ∝ I).

If additional generators are present, we show on a case-by-case basis that they are consistent with the 3d irrep.

D. Space groups 198 and 205

Space groups 198 and 205 are primitive cubic lattices. Recall that we are interested in irreps at the point R =
(π, π, π) in momentum space. The point group that leaves this point invariant is generated by a 3-fold rotation C−1

3,111

along the 111 axis, C2x and C2y (and, in space group 205, inversion). Including their non-symmorphic parts, the
generators are:

{C−1
3,111|010}, {C2x|

1

2

3

2
0}, {C2y|0

3

2

1

2
}. (S6)

Using the group operations defined in Sec I A, these generators satisfy:

{C−1
3,111|010}3 = {R|111},

{C2x|
1

2

3

2
0}2 = {R|100},

{C2y|0
3

2

1

2
}2 = {R|030}, (S7)

as well as:

{C2x|
1

2

3

2
0}{C2y|0

3

2

1

2
} = {C2xC2y|

1

2
0

1̄

2
} = {RC2yC2x|

1

2
0

1̄

2
} = {C2y|0

3

2

1

2
}{RC2x|

1̄

2

3̄

2
1} = {C2y|0

3

2

1

2
}{C2x|

1

2

3

2
0}{R|1̄31̄},

{C−1
3,111|010}−1{C2x|

1

2

3

2
0}{C−1

3,111|010} = {C2y|0
1

2

1̄

2
} = {C2y|0

3

2

1

2
}{E|01̄1},

{C−1
3,111|010}−1{C2y|0

3

2

1

2
}{C−1

3,111|010} = {C2z|
1

2
0

3

2
} = {C2x|

1

2

3

2
0}{C2y|0

3

2

1

2
}{E|002}. (S8)

We seek a matrix representation for these abstract group elements. Let {C−1
3,111|010}, {C2x| 12 3

20} and {C2y|0 3
2

1
2} be

represented by some to-be-determined matrices G3, G1 and G2. As described in Sec I A, integer lattice translations
{E|v} are represented by e−ik·v = e−iπ(vx+vy+vz), where the equality follows from evaluating at the point k = (π, π, π).
Similarly, {R|v} is represented by−e−iπ(vx+vy+vz). Consequently, Eqs. (S7) and (S8) can be translated to the following
relations between the matrix representations:

G3
3 = G2

1 = G2
2 = 1, G1G2 = G2G1, G−1

3 G1G3 = G2, G−1
3 G2G3 = G1G2, (S9)
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which are exactly Eq. (S4). Thus, we immediately see from Sec I C that these space groups have a 3d irrep.
As mentioned above, the inversion operator is also in the little group at the R point for space group 205. In general,

it satisfies:

{I|000}−1{O|v}{I|000} = {O|v}{E| − 2O−1v}. (S10)

Thus, {I|000} commutes with all the generators (S6). Hence, it is consistent to take the representation of {I|000} to
be ±I without changing the other matrix representations in the 3d irrep.

E. Space groups 199, 206 and 214

Space groups 199, 206 and 214 are body-centered cubics. Again, we are interested in the little group at the (π, π, π)
point (the P point). As for space groups 198 and 205, the point group that leaves this point invariant is generated
by a 3-fold rotation along the 111 axis, C2x and C2y. Including their non-symmorphic parts, the generators are:

{C−1
3,111|101}, {C2x|

1̄

2

1

2
0}, {C2y|0

1

2

1̄

2
}. (S11)

These operators are very similar to those in (S6); thus, we do not write out the equivalent relations to Eq. (S7) and

(S8), but merely say that if the matrix representations of {C−1
3,111|101}, {C2x| 1̄2 1

20} and {C2y|0 1
2

1̄
2} are called G3, G1

and G2, respectively, then Eq. (S4) is also obeyed for these space groups, guaranteeing that they have a 3d irrep.

F. Space groups 212 and 213

Space groups 212 and 213 are primitive cubics. The R point (π, π, π) is left invariant by C3,111, C2x and C2y, as in
the previous cases, as well as C2,11̄0. The particular generators are

{C−1
3,111|000}, {C2x|

1

2

1

2
0}, {C2y|0

1

2

1

2
} and

{C2,11̄0| 14 1
4

1
4} (SG 212)

{C2,11̄0| 34 3
4

3
4} (SG 213)

. (S12)

Using the operations in Sec I A, we compute:

{C−1
3,111|000}3 = {R|000},

{C2x|
1

2

1

2
0}2 = {R|100},

{C2y|0
1

2

1

2
}2 = {R|010},

{C2,11̄0|
1

4

1

4

1

4
}2 = {C2,11̄0|

3

4

3

4

3

4
}2 = {R|000}. (S13)

as well as the relations:

{C−1
3,111|000}{C2x|

1

2

1

2
0}{C−1

3,111|000}−1 = {C2x|
1

2

1

2
0}{C2y|0

1

2

1

2
}{E|001},

{C−1
3,111|000}{C2y|0

1

2

1

2
}{C−1

3,111|000}−1 = {C2x|
1

2

1

2
0},

{C2x|
1

2

1

2
0}{C2y|0

1

2

1

2
} = {C2y|0

1

2

1

2
}{C2x|

1

2

1

2
0}{R|1̄11̄},

{C2,11̄0|vvv}{C2x|
1

2

1

2
0}{C2,11̄0|vvv}−1 =

{
{C2y|0 1

2
1
2}{R|01̄0} SG 212

{C2y|0 1
2

1
2}{R|1̄1̄1̄} SG 213

,

{C2,11̄0|vvv}{C−1
3,111|000}{C2,11̄0|vvv}−1 = {C−1

3,111|000}2{R|000}, (S14)

where we have used v to be 1
4 for space group 212 and 3

4 for space group 213. Now let −G−1
3 ,−G1,−G2 and −iG4

be the respective matrix representations for {C−1
3,111|000}, {C2x| 12 1

20}, {C2y|0 1
2

1
2} and {C2,11̄0| 14 1

4
1
4}({C2,11̄0| 34 3

4
3
4}) in

space group 212(213). The phases are for convenience. Eqs. (S13) and (S14) translate to the matrix equations:

G3
3 = G2

1 = G2
2 = G2

4 = 1 (S15)
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and

G−1
3 G2G3 = G2G1, G−1

3 G1G3 = G2, [G1, G2] = 0, G4G2G
−1
4 = G1, G4G

−1
3 G−1

4 = G−2
3 . (S16)

The last line is trivially equivalent to:

G2G3 = G3G2G1, G1G3 = G3G2, [G1, G2] = 0, G4G2 = G1G4, G4G
2
3G
−1
4 = G3. (S17)

Eqs. (S15) and (S17) are exactly Eq. (S4) for G3, G1, G2. It remains to show that there is a matrix G4 compatible
with the 3d irrep that satisfies Eqs. (S15) and (S17). To do this, we follow the argument in Sec I C: consider an
eigenstate ψ of G1 and G2 with eigenvalues λ1 and λ2, which we write here as a pair (λ1, λ2). It was shown in Sec I C
that ψ,G3ψ and G2

3ψ have eigenvalues (λ1, λ2), (λ2, λ1λ2), (λ1λ2, λ1) and transform as a 3d irrep as long as λ1 6= 1
or λ2 6= 1. From Eq. (S17), we compute the eigenvalues of G4ψ:

G1G4ψ = G4G2ψ = λ2G4ψ,

G2G4ψ = (G4G2)−1ψ = (G1G4)−1ψ = G4G1ψ = λ1G4ψ, (S18)

where we have used, following Eq. (S15) G2,4 = G−1
2,4. Thus, G4ψ has the swapped eigenvalues (λ2, λ1). Since the

case λ1 = λ2 = 1 only has 1d irreps, a 3d irrep requires λ1 6= 1 or λ2 6= 1. Without loss of generality, we take
λ1 = 1, λ2 = −1, which yields two 3d irreps:

G1 =




1 0 0

0 −1 0

0 0 −1


 , G2 =



−1 0 0

0 −1 0

0 0 1


 , G3 =




0 0 1

1 0 0

0 1 0


 , G4 = ±




0 0 1

0 1 0

1 0 0


 . (S19)

The other choices of λ1 and λ2 yield representations in which the trace of each matrix is unchanged; hence, the
representations are equivalent.

One might consider a larger-dimensional representation, i.e., where G4ψ is orthogonal to G2
3ψ, but shares the same

eigenvalues. Then G4ψ,G3G4ψ and G2
3G4ψ form a 3d irrep under G1, G2 and G3. However, the 6d irrep consisting of

ψ,G3ψ,G
2
3ψ,G4ψ,G3(G4ψ) and G2

3(G4ψ) is reducible: the states ψ+G3G4ψ,G3ψ+G2
3G4ψ and G2

3ψ+G4ψ comprise
an invariant subset, as do ψ −G3G4ψ,G3ψ −G2

3G4ψ and G2
3ψ −G4ψ.

G. Space groups 220 and 230

Space groups 220 and 230 are body-centered cubics. As in the previous cases, the P point, (π, π, π), is invariant
under C3,111, C2x and C2y. In space groups 220 and 230, there is an additional non-symmorphic 4-fold roto-inversion,

S4x ≡ IC−1
4x , which also leaves the P point invariant. Including their non-symmorphic parts, the generators are:

{C3,111|000}, {C2x|
3

2

3

2
0}, {C2y|0

1

2

1

2
}, {S4x|

1

2
11}. (S20)

They satisfy

{C3,111|000}3 = {C2x|
3

2

3

2
0}2 = {C2y|0

1

2

1

2
}2 = {S4x|

1

2
11}4 = {R|000}, (S21)

as well as

{S4x|
1

2
11}2 = {C2x|

3

2

3

2
0}{R|110},

{C3,111|000}−1{C2y|0
1

2

1

2
}{C3,111|000} = {C2x|

3

2

3

2
0}{E|110},

{C3,111|000}−1{C2x|
3

2

3

2
0}{C3,111|000} = {C2x|

3

2

3

2
0}{C2y|0

1

2

1

2
}{E|3̄1̄1̄},

{S4x|
1

2
11}{C3,111|000}{S4x|

1

2
11}−1 = {C2x|

3

2

3

2
0}{C3,111|000}2{R|001},

{S4x|
1

2
11}{C2y|0

1

2

1

2
}{S4x|

1

2
11}−1 = {C2y|0

1

2

1

2
}{C2x|

3

2

3

2
0}{E|113},

{C2x|
3

2

3

2
0}{C2y|0

1

2

1

2
} = {C2y|0

1

2

1

2
}{C2x|

3

2

3

2
0}{R|330}. (S22)
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Now let −G−1
3 , iG1,−iG2 and eiπ/4G4 be the matrix representatives for {C3,111|000}, {C2x| 32 3

20}, {C2y|0 1
2

1
2} and

{S4x| 1211}, respectively. Again, we have chosen phases for convenience; they represent a unitary transformation of
the operators. Then Eqs. (S21) and (S22) give us the matrix relations between G3, G1, G2, G4:

G3
3 = G2

1 = G2
2 = G4

4 = 1 (S23)

and

G3G2 = G1G3, G3G1 = G1G2G3, [G1, G2] = 0, G2
4 = G1, G4G

2
3G
−1
4 = G1G3, G4G2G

−1
4 = G2G1. (S24)

The equalities between G3, G1 and G2 are exactly the condition in Eq. (S4) for a 3d irrep. Furthermore, the equalities
involving G4 are compatible with the 3d irrep; one can see this by arguments similar to those in the previous sections:
if ψ is an eigenstate of G1 and G2 with eigenvalues (λ1, λ2), then G3ψ is an eigenstate with values (λ2, λ1λ2) and
G2

3ψ an eigenstate with values (λ1λ2, λ1). From Eq. (S24), G4ψ is an eigenstate with eigenvalues (λ1, λ1λ2). Thus,
taking λ1 = 1, λ2 = −1, we construct the two 3d irreps:

G1 =




1 0 0

0 −1 0

0 0 −1


 , G2 =



−1 0 0

0 −1 0

0 0 1


 , G3 =




0 0 1

1 0 0

0 1 0


 , G4 = ±




1 0 0

0 0 −1

0 1 0


 , (S25)

which satisfy Eqs. (S23) and (S24). Hence, Eq. (S25) gives the two inequivalent 3d irreps for these space groups.
As in the previous section, the other choices of λ1,2 yield equivalent irreps. Furthermore, as explained at the end of
the previous section in detail, if, for example, one constructed a representation where G4ψ was orthogonal to ψ, but
shared the same eigenvalues, this representation would be reducible.

H. Time reversal symmetry

We consider the primitive cubic and body-centered cubic lattices separately: in the former, the action of time
reversal leaves the (π, π, π) point invariant, up to an integer reciprocal lattice translation, while in the latter case, it
does not. To understand this, we refer to reciprocal lattice vectors in Table I. In the primitive cubic case, (π, π, π) =
1
2 (g1 + g2 + g3) (in units a = 1). Under time reversal, (π, π, π)→ T (π, π, π) = − 1

2 (g1 + g2 + g3). Evidently, (π, π, π)
and T (π, π, π) differ by the integer lattice translation g1 + g2 + g3. On the other hand, in the body-centered cubic
case, (π, π, π) = 1

4 (g1 + g2 + g3) and T (π, π, π) = − 1
4 (g1 + g2 + g3). Hence, (π, π, π) and T (π, π, π) differ by a

half-integer reciprocal lattice translation 1
2 (g1 + g2 + g3).

In all cases, time reversal commutes with all space group symmetries. In addition, T 2 = −1, since we deal exclusively
with spin-orbit coupled fermions. Consequently, by Kramer’s theorem, T ψ is always orthogonal to ψ.

In the following, we will expand upon Sec I C, using the following notation: let ψ1 be a simultaneous eigenstate of
G1 and G2 with eigenvalues 1 and −1, which we write as a pair (1,−1). Then ψ2 ≡ G3ψ1 and ψ3 ≡ G2

3ψ1 are also
simultaneous eigenstates of G1 and G2 with eigenvalues (−1,−1) and (−1, 1).

1. Primitive cubics: space groups 198, 205, 212 and 213

As mentioned above, in these space groups the R point is invariant under time reversal symmetry. Now consider
the eigenvalues of the states T ψi. Since [T , G1] = [T , G2] = 0 and the eigenvalues of G1 and G2 are real, T ψi has
the same eigenvalues of G1 and G2 as ψi and thus distinct from ψj 6=i. Hence 〈ψj 6=i|T ψi〉 = 0. Furthermore, by
Kramer’s theorem, 〈ψi|T ψi〉 = 0. Thus, the six states ψi, T ψi are orthonormal. Consequently, these space groups can
generically host six-fold degeneracies at the (π, π, π) point.

2. Body-centered cubics: space groups 199, 206, 214, 220 and 230

In these space groups the P point is not invariant under time reversal symmetry. There are two possible cases:

1. If the space group contains an element G0 not in the little group of the P point such that G0(π, π, π) = −(π, π, π),
then T G0 leaves the P point invariant, up to an integer reciprocal lattice translation. Then we must consider
whether T G0 permutes the states in the 3d irrep, in which case the 3-fold degeneracy is unchanged, or whether
it takes them outside the 3d irrep, in which case the degeneracy doubles. In either cases, there is a distinct
point in the Brillouin zone, −P , which has the same degeneracy as the P point.
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2. If the space group does not contain such an element, then the degeneracy at the P point remains 3-fold and the
three states are equal in energy to another 3-fold degeneracy at the −P point.

We now consider space groups 206, 214 and 230, which have an element G0 satisfying G0(π, π, π) = −(π, π, π):

SG 206: In this group, G0 = {I|000}. We compute the relevant group relations:

{I|000}{C2x|
1̄

2

1

2
0} = {C2x|

1̄

2

1

2
0}{I|000}{E|112},

{I|000}{C2y|0
1

2

1̄

2
} = {C2y|0

1

2

1̄

2
}{I|000}{E|211},

{I|000}2 = {E|000}. (S26)

Referring to the matrix representations G3, G1, G2 in Sec I E, and defining G0 = UK to be the matrix represen-
tation of T {I|000}, where K is the anti-unitary complex conjugation operator, Eq. (S26) translates to matrix
relations:

[G0, G1] = [G0, G2], G2
0 = −1. (S27)

Thus, the role of G0 is identical to the role of time reversal in the primitive cubic case: it squares to −1 and
leaves the eigenvalues of G1 and G2 invariant. Consequently, time reversal leads to a 6-fold degeneracy at the
P point. Furthermore, since the entire Brillouin zone is invariant under the combination T G0, all bands in the
spectrum are doubly degenerate.

SG 214: Here G0 = {C2,11̄0| 12 1
2

1
2}. We compute the relevant group relations:

{C2,11̄0|
1

2

1

2

1

2
}{C2x|

1̄

2

1

2
0} = {C2y|0

1

2

1̄

2
}{C2,11̄0|

1

2

1

2

1

2
}{R|101},

{C2,11̄0|
1

2

1

2

1

2
}{C2y|0

1

2

1̄

2
} = {C2x|

1̄

2

1

2
0}{C2,11̄0|

1

2

1

2

1

2
}{R|011},

{C2,11̄0|
1

2

1

2

1

2
}2 = {R|000}. (S28)

Referring to the matrix representations G3, G1, G2 in Sec I E, and now defining G0 = UK to be the matrix
representation of T {C2,11̄0| 12 1

2
1
2}, Eq. (S28) translates to matrix relations:

G0G1 = G2G0, G0G2 = G1G0, G2
0 = 1. (S29)

Thus, G0ψ2 has the same eigenvalues as ψ2, while G0ψ1,3 has the same eigenvalues as ψ3,1. Since G2
0 = 1,

Kramer’s theorem does not apply, and G0 permutes the group elements as follows: G0ψ2 = ψ2, G0ψ1,3 = ψ3,1.
Thus, the 3 band crossing remains 3-fold degenerate when time reversal symmetry is present.

SG 230: As in SG 206, G0 = {I|000}. The relevant group relations are:

{I|000}{C2y|0
1

2

1

2
} = {C2y|0

1

2

1

2
}{I|000}{E|01̄1̄},

{I|000}{C2x|
3

2

3

2
0} = {C2x|

3

2

3

2
0}{I|000}{E|3̄3̄0},

{I|000}2 = {E|000}. (S30)

We define G0 = UK to be the matrix representation of T {I|000}. Since time reversal commutes with all group
elements, the definitions of G1 and G2 in Sec I G, combined with Eq. (S30), yields matrix relations:

G0(−iG2) = (−1)(−iG2)G0, G0(iG1) = (−1)(iG1)G0, G2
0 = −1, (S31)

or, invoking the fact that G0 is anti-unitary:

[G0, G2] = [G0, G1] = 0, G2
0 = −1. (S32)

Thus, the role of G0 is identical to the role of time reversal for the primitive cubic lattices and hence leads to a
6-fold degeneracy at the P point.
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II. SYMMETRY ANALYSIS OF 8D IRREPS

A. Space groups that have 8-fold degeneracies with time reversal

In this appendix we prove a sufficient condition for a 4d irrep given three group generators. This applies to the
little group at the point (π, π, π) for space groups 130, 135, 222, and 223 and the little group at the (0, 2π, 0) point
for space group 230 (since SG 230 is body-centered cubic, (0, 2π, 0) 6= (0, 0, 0), as can be seen from Table I). We then
show how the presence of time reversal can cause an 8-fold degeneracy (and must cause such a degeneracy for space
groups 130 and 135). Last, we consider the little groups of space group 218 at the (π, π, π) point and space group 220
at the (0, 2π, 0) point, which have 2d irreps in addition to a 4d irrep. We show that in the presence of time reversal
symmetry, the 4d irrep leads to an 8-fold degeneracy.

Note that there are many other space groups which have 4-fold degeneracies, but no others that lead to an 8-fold
degeneracy in the presence of time reversal, as proven by an exhaustive search of Bradley and Cracknell1.

B. Sufficient condition for a 4d irrep

Consider a particular high-symmetry point that is left invariant under a 4-fold rotation, a 2-fold rotation, and
inversion. Then the little group is generated by a 4-fold rotation or screw, a 2-fold rotation or screw and either
inversion or inversion followed by a translation. Let G1, G2 and G3 be the respective matrix representations of these
operators, perhaps after a unitary transformation. Then if G1, G2, G3 satisfy

G4
1 = −1, [G2, G3] = {G3, G1} = 0, G2G1 = G3

1G2 (S33)

there exists a 4d irrep. This is evident by considering an eigenstate of G1 satisfying G1ψ = λψ. Then the states
G2ψ,G3ψ and G2G3ψ are also eigenstates of G1 with eigenvalues λ3 = −λ∗,−λ and −λ3 = λ∗, respectively. Since
λ4 = −1, these four eigenvalues are distinct. Thus, any irrep of the little group is at least 4d.

(Notice that Eq. (S33) can be phrased entirely in terms of commuting and anti-commuting operators, namely:

G4
1 = −1, [G2, G3] = {G3, G1} = {G2, G

2
1} = [G2,

1√
2

(
G1 +G3

1

)
] = {G2,

1√
2

(
G1 −G3

1

)
} (S34)

Notice that 1√
2

(
G1 ±G3

1

)
are both unitary operators. Now consider a simultaneous eigenstate ϕ of G2 and G3,

with eigenvalues λ2 and λ3, respectively. Then 1√
2
(G1 ±G3

1)ϕ are also simultaneous eigenstates of G2 and G3, with

eigenvalues ±λ2 and −λ3 respectively. Furthermore, G2
1ϕ is an eigenstate with eigenvalues −λ2, λ3. Thus, the four

states ϕ, 1√
2
(G1 ±G3

1)ϕ and G2
1ϕ are all linearly independent. Hence, any irrep must be at least 4d.)

If, instead of (S33), the following conditions are satisfied:

G4
1 = −1, [G2, G3] = {G3, G1} = 0, G2G1 = −G3

1G2, (S35)

there must also exist a 4d irrep, using the same logic. In this case, if G1ψ = λψ, the states G2ψ,G3ψ and G2G3ψ
have eigenvalues −λ3 = λ∗,−λ and λ3 = −λ∗.

We now comment on one implication of Eq. (S33) and (S35): momentarily, assume that the generators are sym-
morphic. Then since inversion commutes with all rotations, G3 commutes with G1. Thus, the fact that G1 and
G3 anticommute in Eq. (S33) indicates that the generators are not symmorphic. Thus, as in the case of 3-fold
degeneracies, non-symmorphic operators play a crucial role in generating nontrivial irreps.

C. Role of time reversal

Before showing how Sec II B applies to specific space groups, we consider the action of time reversal at time reversal
invariant points. Let T = UK be the matrix representation of the time reversal operator, including the anti-unitary
operator K. We want to know the eigenvalues under G1 of Tψi, where ψ1 ≡ ψ,ψ2 ≡ G2ψ,ψ3 ≡ G3ψ,ψ4 ≡ G2G3ψ
are eigenstates of G1 with eigenvalues λi which satisfy λ1 = −λ∗2 = −λ3 = λ∗4, according to the previous section.
Without loss of generality, take G2

2 = G2
3 = 1; this can be accomplished by a unitary transformation that does not

affect Eq. (S33).
First, consider the case where [T,G1] = 0 and T (G2G3) = eiφ(G2G3)T , where eiφ = ±1. The phase eiφ is necessary

because G2G3 need only be a representation of a space group operator up to a unitary transformation; time reversal
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commutes with all space group operations, but not with all unitary transformations (in particular, time reversal does
not commute with multiplication by the phase i). Then G1Tψi = TG1ψi = λ∗i Tψi. Thus, Tψi has the same eigenvalue
as G2G3ψi and a distinct eigenvalue from the other states, i.e., 〈G2G3ψj 6=i|Tψi〉 = 0 (recall that all four eigenvalues
λ, λ∗,−λ and −λ∗ are distinct because λ4 = −1.). Suppose Tψi = eiθiG2G3ψi. It follows that

− ψi = T 2ψi = TeiθiG2G3ψi = e−iθiTG2G3ψi = e−iθieiφG2G3Tψi = eiφ(G2G3)2ψi = eiφψi (S36)

Clearly this is only consistent if eiφ = −1. Hence, we reach the following conclusion: if [T,G2G3] = 0 then all the
time-reversed partners Tψi are orthogonal to all the ψj and hence there must be an 8-band crossing in the presence
of time reversal; if {T,G2G3} = 0 then there is no necessary 8-band crossing, unless the little group has additional
generators.

If instead {T,G1} = 0, the same analysis follows, with G2G3 replaced by G2.

D. Space groups 130 and 135

Space groups 130 and 135 are primitive tetragonal. We are interested in the little group at the A point (π, π, π),
which is generated by {C4z|000}, {C2x| 12 1

20} and {I| 12 1
2

1
2} for space group 130 and {C4z| 12 1

2
1
2}, {C2x| 12 1

20} and {I|000}
for space group 135. Calling the three generators G1,G2,G3, they obey the following relations:

SG 130 SG 135

G4
1 = {R|000} {R|002}
G2

2 = {R|100} {R|100}
G2

3 = {E|000} {E|000}
G−1

2 G−1
3 G2G3 = {E|1̄01̄} {E|1̄10}

G−1
1 G−1

3 G1G3 = {E|01̄0} {E|1̄11̄}
G−1

2 G1G2G1 = {E|1̄00} {E|01̄0}

(S37)

Notice that the non-symmorphic translations in Eq. (S37) are the same in both space groups when evaluated at the
(π, π, π) point. Thus, if we define G1 to be the matrix representation of {C4z|000}({C4z| 12 1

2
1
2}), G2 the representation

of {C2x| 12 1
20} and G3 the representation of {I| 12 1

2
1
2}({I|000}) for space group 130(135), then Eq. (S37) gives us the

matrix relations in Eq. (S33) along with G2
2 = G2

3 = 1. Thus, we see that without time reversal, these space groups
necessarily possess a 4d irrep.

Now consider the presence of time reversal symmetry: since time reversal commutes with all space group elements,
[T,G3] = [T,G1] = [T,G4] = 0. As described in Sec II C, this implies an 8-fold degeneracy at the A point.

E. Space groups 222, 223 and 230

Space groups 222 and 223 are primitive cubic while space group 230 is body-centered cubic. In space groups 222
and 223, we consider the little group at the R point, while in space group 230 we consider the H point (0, 2π, 0); both
points are time reversal invariant. All three little groups have similar generators, which we abbreviate as G1,G2,G3,G4

for convenience:

SG 222 SG 223 SG 230

G1 {C−4z|000} {C−4z| 12 1
2

1
2} {C+

4z|0 1
20}

G2 {C2x|000} {C2x|000} {RC2y|1 1
2

1
2}

G3 {I| 12 1
2

1
2} {I|000} {I|000}

G4 {C−3,111|010} {C−3,111|010} {C+
3,111|111}

(S38)
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These obey the following relations in each of the space groups:

SG 222 SG 223 SG 230

G4
1 = {R|000} {R|002} {R|000}
G2

2 = {R|000} {R|000} {R|101}
G2

3 = {E|000} {E|000} {E|000}
G3

4 = {R|111} {R|111} {R|333}
G1G−1

2 G1G2 = {E|000} {E|000} {E|011}
G−2

4 G−3
1 G4G1 = {R|1̄00} {R|1̄1̄1} {R|2̄2̄3̄}

G−1
4 G−2

1 G4G2 = {R|002̄} {R|1̄10} {R|1̄2̄1̄}
G−1

1 G−1
3 G1G3 = {E|100} {E|11̄1̄} {E|001}

G−1
2 G−1

3 G2G3 = {E|01̄1̄} {E|000} {E|011̄}
G−1

4 G−1
3 G4G3 = {E|002̄} {E|002̄} {E|2̄2̄2̄}

(S39)

Let G1, G2, G3 and G4 be the matrix representatives of G1,G2,G3 and G4, respectively. Then Eq. (S39) translates to
the following matrix relations:

−G4
1 = −G2

2 = G2
3 = G3

4 = 1, G1G2 = −G2G
3
1, G4G1 = G3

1G
2
4, G4G2 = −G2

1G4, {G1, G3} = [G2, G3] = [G3, G4] = 0.
(S40)

The generators G1,2,3 satisfy Eq. (S35). Hence, there must be a 4d irrep. Following Sec II B, we choose an eigenstate

ψ with λ = eiπ/4. This yields

G1 = eiπ/4




1 0 0 0

0 −i 0 0

0 0 −1 0

0 0 0 i


 , G2 =




0 −1 0 0

1 0 0 0

0 0 0 −1

0 0 1 0


 , G3 =




0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0


 . (S41)

The other three choices of ψ would yield equivalent representations. We then need to show that G4 does not increase
the size of the irrep; this is done by brute force: the only three choices of a 4× 4 matrix which satisfies Eq. (S40) are

G4 = α

(
ρ 0

0 ρ

)
, (S42)

where α3 = e−iπ/4/(2
√

2) and ρ =

(
1 −i
−1 −i

)
; It is evident that the three values of α yield three distinct irreps

because they each give a different value for the trace of G4.
We now consider the action of time reversal; let T = UK be the matrix representative of T , where K is the complex

conjugation operation. We first try to apply the argument of Sec II C: since G2
2 = −1, we need to apply a unitary

transformation G2 → G′2 ≡ iG2 . Then T (G′2G3) = T (iG2G3) = −iG2G3T = −(G′2G3)T ; hence, following the
notation of Sec II C, eiφ = −1. Thus, this argument does not tell us that time reversal symmetry will double the 4d
irrep.

Instead, we apply a different argument: assume that T ψi is a linear combination of the ψi. Since T ψi has the same
eigenvalues as G2ψi (and a distinct eigenvalue from the other three states), this implies that T takes a form where
each 2× 2 block is proportional to the corresponding block of G2:

T =

(
eiθ1iσy 0

0 eiθ2iσy

)
K, (S43)

where θ1 and θ2 are phases. We now check whether [T,G4] = 0; since both are block diagonal, we compute each 2× 2
block of TG4T

−1G−1
4 :

(eiθiiσy)Kαρ(−eiθiiσy)K 1

α
ρ−1 = (eiθiiσy)α∗ρ∗(−e−iθiiσy)

1

α
ρ−1 =

α∗

α
σyρ
∗σyρ

−1 =
α∗

α
(iI). (S44)

Thus, [T,G4] = 0 if and only if α∗/α = −i. Since α3 = e−iπ/4/(2
√

2), [T,G4] = 0 if and only if α = 8−1/6e15πi/12.
Hence, our assumption that T ψi is a linear combination of the ψi is only true for the irrep where α = 8−1/6e15πi/12.
Thus, this irrep remains 4d in the presence of time reversal. On the other hand, for the two irreps with α =
8−1/6e−iπ/12 and 8−1/6e7πi/12, the set of T ψi must be linearly independent of the ψi and, consequently, time reversal
doubles the dimension of these irreps, so that they are 8d.
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F. Space groups 218 and 220

Space group 218 is a primitive cubic while 220 is a body centered cubic, but their little groups at the R and H
points, respectively, have identical generating relations. Unfortunately, they require separate consideration from the
other space groups in this section because they are not required to have 4d irreps. The generators of the respective
little groups are given by,

SG 218 SG 220

G1 {C2y|000} {C2y|0 1
2

3
2}

G2 {C−3,111|001} {C−3,111|001}
G3 {C2x|001} {C2x| 12 1

20}
G4 {σx̄y| 12 1

2
1
2} {σx̄y| 12 1

2
1
2}

(S45)

which satisfy

SG 218 SG 220

G2
1 = {R|000} {R|101}
G3

2 = {R|111} {R|111}
G2

3 = {R|000} {R|000}
G2

4 = {R|111} {R|111}
G−1

1 G−1
3 G1G3 = {R|002̄} {R|3̄2̄1̄}

G−1
2 G−1

1 G−1
3 G2G3 = {E|1̄01̄} {E|2̄3̄1̄}

G−1
2 G−1

3 G2G1 = {E|1̄00} {E|001}
G−1

4 G−1
1 G4G3 = {R|01̄2̄} {R|1̄2̄0}

G−1
4 G−2

2 G4G2 = {R|01̄0} {R|01̄0}

(S46)

Letting G1, G2, G3, G4 be the matrix representations of G1,G2,G3,G4, respectively, these relations translate into the
matrix relations:

−G2
3 = −G2

1 = G3
2 = G2

4 = 1, {G1, G3} = 0, G2G3 = G3G1G2, G2G1 = −G3G2, G4G3 = G1G4, G4G2 = G2
2G4.

(S47)
Notice that iG1, iG3 and iG1G3 all anticommute and square to 1; from this observation, we guess that a 2d irrep
exists, where iG1 and iG3 are Pauli matrices. Solving for G2 and G4 in Eq. (S47) yields two 2d irreps:

G1 =

(
−q 0

0 q

)
, G2 =

1

2

(
−1− q 1 + q

−1 + q −1 + q

)
, G3 =

(
0 −1

1 0

)
, G4 =

1√
2

(
1 −q
q −1

)
, (S48)

where q = ±i.
However, we would like to find the 4d irrep. We start by noting that the combination (G3−G1 +G3G1) commutes

with G2; furthermore, since (G3 −G1 + G3G1)2 = 3, this combination of operators is nonzero. Our strategy to find
the 4d irrep is to consider simultaneous eigenstates of G2 and

M ≡ 1√
3

(G3 −G1 +G3G1). (S49)

Using Eq. (S46),

[M,G2] = {M,G4} = 0, M2 = −1. (S50)

Now define

M± =
1√
3

(
G3 − e±2πi/3G1 + e±4πi/3G3G1

)
. (S51)

The M± act as raising/lowering operators for G2:

G2M± = e±2πi/3M±G2, (S52)
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and satisfy

MM± = ±iM±, M±M∓ = ±iM − 1, M2
± = 0. (S53)

Now consider a state ψ which is a simultaneous eigenstate of M and G2 with eigenvalues m,λ, where −m2 = λ3 = 1.
Then G4ψ is also a simultaneous eigenstate of M and G2 with eigenvalues −m and λ2, respectively. Since G4ψ and
ψ have distinct eigenvalues, they are orthogonal. Now consider M±ψ: if ψ is not annihilated by M±, this state is an
eigenstate of M and G2 with eigenvalues ±i and λe±2πi/3. Similarly, if G4ψ is not annihilated by M±, then M±G4ψ
is an eigenstate of M and G2 with eigenvalues ±i and λ2e±2πi/3.

In the case where m = i, λ = 1, the states ψ,M−ψ,G4ψ,M+G4ψ all have distinct pairs of eigenvalues under M
and G2 (in particular, their pairs of eigenvalues are (i, 1), (−i, e−2πi/3), (−i, 1), (i, e2πi/3)). One might worry that
ψ(G4ψ) would be annihilated by M−(M+), but the middle equality in Eq. (S53) proves that this is not the case, since
M+(M−ψ) = −2ψ 6= 0 and M−(M+G4ψ) = −2G4ψ 6= 0. Thus, the states ψ,M−ψ,G4ψ,M+G4ψ transform as a 4d
irrep corresponding to the matrix representation:

G2 =




1 0 0 0

0 e−2πi/3 0 0

0 0 1 0

0 0 0 e2πi/3


 , G4 =




0 0 1 0

0 0 0 −e2πi/3

1 0 0 0

0 −e−2πi/3 0 0


 ,M =




i 0 0 0

0 −i 0 0

0 0 −i 0

0 0 0 i


 , (S54)

and

M+ =




0 −2 0 0

0 0 0 0

0 0 0 0

0 0 1 0


 ,M− =




0 0 0 0

1 0 0 0

0 0 0 −2

0 0 0 0


 . (S55)

Inverting Eq. (S51) yields:

G3 =
1√
3




i −2 0 0

1 −i 0 0

0 0 −i −2

0 0 1 i


 , G1 = − 1√

3




i −2e4πi/3 0 0

e2πi/3 −i 0 0

0 0 −i −2e2πi/3

0 0 e4πi/3 i


 . (S56)

One can check that other choices of (m,λ) would yield either the same 4d irrep or a reducible 2d irrep equivalent to
those in Eq. (S48).

Now consider the role of time reversal: both the R point in space group 218 and the H point in space group 220
are time reversal invariant points (see Fig. S1). We first suppose that time reversal, when acting on a state in the
4d irrep, keeps it within the irrep. Then, since time reversal commutes with all group elements, it takes a state
with eigenvalues (m,λ) under M and G2 to a state with eigenvalues (m∗, λ∗). Considering the eigenvalues in the
previous paragraph, this shows that T ψ = eiθG4ψ, where θ is a phase that can depend on ψ. Applying time reversal
twice, −ψ = T 2ψ = G2

4ψ = ψ, yields a contradiction. Hence, it must be that T ψ, TM−ψ, T G4ψ and TM+G4ψ are
orthogonal to ψ,M−ψ,G4ψ and M+G4ψ; thus, the presence of time reversal yields an 8-band crossing at the relevant
points in momentum space.

III. CONSTRUCTING k · p HAMILTONIANS

The degeneracy of a fermion at a single point in k space does not fully determine the properties of that fermion.
The dispersion, and any degeneracies in the dispersion away from the given point are also fundamental properties of
the fermion. In the following sections, we will show how to derive these properties.

A. General strategy

Here we construct the most general low energy k ·p Hamiltonians near the degeneracy points k0 in the space groups
mentioned in the main text. Our strategy will be to find the most general matrix function H(δk) that transforms
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covariantly under all of the Gi in the little group Gk0 of k0. Explicitly, we demand for a given representation ∆ of
Gk0 that

∆(Gi)H(δk)∆(Gi)−1 = H(Giδk) (S57)

for all unitary elements of the little group. If present, the antiunitary elements of the little group are generated by
products with one additional element T G0 where T is the time-reversal operation, and G0 is an element of the full
space group that maps k0 to −k0 (this may be the identity element if −k0 ≡ k0. The precise matrix representation
– and the dimension of said representation – of T G0 depends on whether G2

0 is plus or minus the identity. In either
case, we demand that

∆(T G0)∆(Gi)∆(T G0)−1 = ∆∗(G0GiG−1
0 ), (S58)

∆(T G0)H(δk)∆(T G0)−1 = H∗(−G0δk). (S59)

Eq. (S58) follows because time reversal must be represented as an antiunitary operator that commutes with all space
group elements. We use the convention for antiunitary elements T G0 that ∆(T G0) is a unitary matrix, and must be
accompanied by the complex conjugation operator K in order to obtain the representative G0 of T G0. Eq. (S59) is
the statement that H must transform covariantly under the action of T G0.

Our strategy will be as follows. For each of the space groups and high symmetry points discussed in the main text,
we will construct a representation

{G0, G1, G2, . . . } = {∆(T G0)K,∆(G1),∆(G2), . . . } (S60)

of the little group of k0. We will then solve Eqs. (S57) and (S59) for the most general Hermitian matrix function
of δk of the appropriate dimension consistent with the representation ∆; the dimensions of the representations we
consider are those found in the previous sections.

B. Notation

Before we proceed, it will be necessary to define Hermitian matrix bases in which to express our Hamiltonians. We
will make use of the standard Pauli matrices

σ0 =

(
1 0

0 1

)
, σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
. (S61)

Additionally, for the three and sixfold degeneracies we will use the Gell-Mann matrices

λ0 =




1 0 0

0 1 0

0 0 1


 , λ1 =




0 1 0

1 0 0

0 0 0


 , λ2 =




0 −i 0

i 0 0

0 0 0


 , (S62)

λ3 =




1 0 0

0 −1 0

0 0 0


 , λ4 =




0 0 1

0 0 0

1 0 0


 , λ5 =




0 0 −i
0 0 0

i 0 0


 , (S63)

λ6 =




0 0 0

0 0 1

0 1 0


 , λ7 =




0 0 0

0 0 −i
0 i 0


 , λ8 =

1√
3




1 0 0

0 1 0

0 0 −2


 . (S64)

These bases are convenient in that they satisfy the Hilbert-Schmidt orthonormality condition

1

2
tr
(
σ†iσj

)
= δij , and

1

2
tr
(
λ†µλν

)
= δµν for µ, ν > 0. (S65)

C. k · p Hamiltonians for Threefold degeneracies

We start by analyzing the threefold degenerate space groups. These will also serve as the building blocks for the
6−fold degeneracies.
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D. SG 199

We start by considering the P point in SG 199. There are no antiunitary symmetries in Gk0 in this case. A minimal
set of generators for the threefold representation can be chosen to be

G3 ≡ ∆({C−1
31 |101}) =




0 0 1

1 0 0

0 1 0


 , G1 ≡ ∆({C2x|

1̄

2

1

2
0}) =



−1 0 0

0 −1 0

0 0 1


 . (S66)

Note that G2 = {C2y|0 1
2

1̄
2} from Section I E may be represented as G2 = ∆(G2) = G−1

3 G1G
−1
3 . It is straightforward

to verify that these matrices satisfy all the requirements Eq. (S4) of an irreducible 3d representation. We now write

H199(δk) =
8∑

i=0

fi(δk)λi (S67)

and impose Eq. (S57) as a constraint on the fi. First, we find that G3 and G1 partition the Gell-Mann matrices into
three classes

Q1 = {λ1, λ4, λ6}, Q2 = {−λ2, λ5,−λ7}, Q3 = {λ0, λ3, λ8}. (S68)

In each of these classes the action of G3 and G1 by conjugation has a three dimensional representation Di satisfying,

G3(v ·Qi)G
−1
3 = (Di(G3)v) ·Qi,

G1(v ·Qi)G
−1
1 = (Di(G1)v) ·Qi (S69)

for an arbitrary vector v, where

D1(G3) = D2(G3) =




0 1 0

0 0 1

1 0 0


 , D1(G1) = D2(G1) =




1 0 0

0 −1 0

0 0 −1


 , (S70)

D3(G3) =




1 0 0

0 − 1
2 −

√
3

2

0
√

3
2 − 1

2


 , D3(G1) =




1 0 0

0 1 0

0 0 1


 . (S71)

We may now impose the constraints of symmetry in each class Qi separately. For class Q1 we find

f1(δkx, δky, δkz) = f4(δky, δkz, δkx) = f1(δkx,−δky,−δkz), (S72)

f4(δkx, δky, δkz) = f6(δky, δkz, δkx) = −f4(δkx,−δky,−δkz), (S73)

f6(δkx, δky, δkz) = f1(δky, δkz, δkx) = −f6(δkx,−δky,−δkz). (S74)

These equations can be solved to any desired order in δk. To linear order, we easily find

f1 = a1δkx, f4 = a1δkz, f6 = a1δky. (S75)

Carrying out this same procedure for classes Q2 and Q3, we find that to linear order:

H199 = E0λ0 +




0 aδkx a∗δky
a∗δkx 0 aδkz
aδky a∗δkz 0


 , (S76)

where a = a1 + ia2 is a complex parameter, and E0 sets the zero of energy, which we now set to zero without loss of
generality. For generic values of the parameter a, this Hamiltonian is fully gapped for all δk 6= 0. To see this, we look
at the characteristic polynomial

p199 = det (H199 − ελ0) = 2Re(a3)δkxδkyδkz + |a|2|δk|2ε− ε3. (S77)
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Away from δk = 0, the bands are non-degenerate, unless the characteristic polynomial factors as

p199 = −(ε− ε∗)2(ε+ 2ε∗) (S78)

for some ε∗ (where the non-degenerate root is fixed at ε = −2ε∗, because p199 contains no term of order ε2). Using
this fact, and writing a = |a|eiφ, we find that the spectrum is degenerate only when

|δkx| = |δky| = |δkz|, (S79)

φ =
nπ

3
, n ∈ Z. (S80)

While the precise location of these gapless points in momentum and parameter space depends on the fact that we
truncated our Hamiltonian to linear order, the fact that they must occur is universal, and they partition the space of
Hamiltonians into distinct phases that differ in their Fermi surface topology.

First, we consider the case 0 < φ < π/3. Since the spectrum is non-degenerate away from δk = 0 for all φ in this
range, we focus on φ = π/6 without loss of generality; this forces the first term in Eq. (S77) to vanish. We then
see that the three energies in this case are given by ε± = ±|a||δk| and ε0 = O(|δk|2). Going to polar coordinates
(δkx, δky, δkz) = |δk|(sin θ cosϕ, sin θ sinϕ, cos θ), the corresponding eigenfunctions are

ψ± =
1√
2




± sin θ

(cosϕ± i cos θ sinϕ)e−iπ/6

(∓i cos θ cosϕ+ sinϕ)eiπ/6


 , ψ0 =




i cos θ

e−iπ/6 sin θ sinϕ

−eiπ/6 sin θ cosϕ


 . (S81)

To each of these eigenfunctions, the associated U(1) Berry curvature is given by,

Ω± = i∇× 〈ψ±|∇ψ±〉 = ± δk

|δk|3 ,

Ω0 = i∇× 〈ψ±|∇ψ±〉 = 0. (S82)

The integral of Ω± over any surface enclosing the point k0 is

ν± =
1

2π

∮
Ω± · da = ±2, (S83)

and this will be true for all φ ∈ (0, π/3) by adiabatic continuity. This means that the threefold degeneracy point acts
as a charge +2 monopole source of Berry flux, much in the same way as a double Weyl point (the sign is + in our
convention because the highest energy band carries positive Berry flux). Crucially, however, the presence of a third
trivial band allows the dispersion near the degeneracy point to be linear, whereas for an ordinary double Weyl point
the dispersion is necessarily quadratic6. Due to the Berry flux, a surface will have two Fermi arcs emanating from the
projection of the point k0. There is, of course, a time-reversal conjugate source of Berry curvature at the point −k0.
Because time reversal both takes Ω(k) to −Ω(k) and reverses the direction of the unit normal da, it does not change
the monopole charge. Hence the 3−fold degeneracies at both points ±k0 have the same monopole charge. The surface
projection of the point −k0 thus also harbors two Fermi arcs. The Nielsen-Ninomiya theorem then requires that there
be compensating sinks of Berry curvature located somewhere in the Brillouin zone; their surface projections are the
termination points for the four Fermi arcs. These provide the first example of Fermi arcs without the existence of
Weyl points.

A similar situation occurs when π/3 < φ < 2π/3. In this case it is most convenient to perform the analysis with
φ = π/2. The spectrum in this case is identical to that above, except the Berry curvatures of the eigenfunctions are
reversed. We have in this case that

ν± =
1

2π

∮
Ω± · da = ∓2, (S84)

and so in this phase the threefold degenerate point acts as a sink of Berry flux. This alternating pattern of source
and sink continues as we rotate the Hamiltonian parameter φ. At the transition points φ = nπ/3, the middle trivial
band becomes degenerate with both the + and − bands at different points of the Brillouin zone, and – although itself
trivial – mediates the transfer of Berry flux between them.
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1. Magnetic Field – Zeeman splitting of the spin-1 Weyl

We now propose several experimentally accessible consequences of the spin-1 Weyl fermion. We first investigate
the behavior of the degeneracy under externally applied symmetry-breaking perturbations. However, since the spin-1
Weyl is not time-reversal symmetric, the following analysis generally applies to all potential perturbations , such as
strain or lattice distortion.

Because the spin-1 fermion carries Chern number ν = ±2, an external potential will generically split the threefold
degeneracy into an even number of Weyl points. When the magnetic field is aligned along a high-symmetry axis,
however, a subgroup of the little group will be preserved, which places restrictions on the allowed configuration of
Weyl points. Consider first a uniform external magnetic field aligned with the [111] crystal direction. This breaks the
symmetry group of the P point down to the cyclic group generated by G3 = {C−1

31 |101}. The most general Zeeman
Hamiltonian HZ consistent with this symmetry group must satisfy

[HZ , G3] = 0, (S85)

where G3 was defined in Eq. (S66). From this we deduce that HZ is diagonal in the basis of eigenvectors vi satisfying
G3vi = civi which we denote by

v1 =
1√
3




1

1

1


 , v2 =

1√
3



e−2πi/3

e2πi/3

1


 , v1 =

1√
3




e2πi/3

e−2πi/3

1


 , (S86)

with eigenvalues

c1 = 1, c2 = e2πi/3, c3 = e−2πi/3. (S87)

In this basis,

HZ = B



g1 0 0

0 g2 0

0 0 −g1 − g2


 (S88)

where, without loss of generality, we have kept the zero of energy fixed. Along the high symmetry (k, k, k) axis, the
full Hamiltonian then takes the form,

H(k) =



Bg1 + 2|a|k cosφ 0 0

0 Bg2 + |a|k(
√

3 sinφ− cosφ) 0

0 0 −B(g1 + g2)− a|k|(
√

3 sinφ+ cosφ)


 ≡



E1 0 0

0 E2 0

0 0 E3




(S89)

Let us index these energies by a, b ∈ {1, 2, 3}. We see that there are, in general, three Weyl points on this axis, when
Ea = Eb for each pair of energies, located at points δkab = kab(1, 1, 1). Note that these Weyl points do not all occur
between the same two bands. For instance, let E1 > E2 > E3. Then the degeneracies at δk12 and δk13 occur between
the highest energy band and the middle energy band, while the degeneracy at δk23 occurs between the middle energy
band and the lowest energy band. In order for the Berry flux through a large Fermi surface to remain unaffected by
small Zeeman splitting, there must exist additional Weyl points away from this high symmetry axis, and C3 symmetry
demands that they come in triplets. The total monopole charge of all Weyl points occuring between the upper two
bands must be equal to the total monopole charge of all Weyl points occuring between the lower two bands; both of
these must be equal to the original monopole charge of the underlying spin-1 fermion. Only in this case will the chern
number of a large Fermi surface enclosing all of the degeneracies remain unchanged for all values of the Fermi energy.
We will return to this issue shortly.

First, however, we compute the the linearized Hamiltonian around each of the Weyl points on the high symmetry
axis. We find that the Hamiltonian expanded around each crossing Ea = Eb can be written

Hab = (δk− δkab) · uabσ0 + (δk− δkab)iAabij σj , (S90)
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with velocity matrices

A12 = |a|



− 1

3 (cosφ+
√

3 sinφ) 0 1
6 (3 cosφ−

√
3 sinφ)

1
6 (cosφ+

√
3 sinφ) 1

6 (
√

3 cosφ+ 3 sinφ) 1
6 (3 cosφ−

√
3 sinφ)

1
6 (cosφ+

√
3 sinφ) − 1

6 (
√

3 cosφ+ 3 sinφ) 1
6 (3 cosφ−

√
3 sinφ)


 ,

A23 = |a|




2
3 cosφ 0 1√

3
sinφ

− 1
3 cosφ − 1√

3
cosφ 1√

3
sinφ

− 1
3 cosφ 1√

3
cosφ 1√

3
sinφ


 ,

A13 = |a|



− 1

3 (cosφ+
√

3 sinφ) 0 1
6 (3 cosφ+

√
3 sinφ)

1
6 (cosφ−

√
3 sinφ) 1

6 (
√

3 cosφ+ 3 sinφ) 1
6 (3 cosφ+

√
3 sinφ)

1
6 (cosφ−

√
3 sinφ) 1

6 (
√

3 cosφ− 3 sinφ) 1
6 (3 cosφ+

√
3 sinφ)


 (S91)

and tiling vectors

u12 =
|a|
6

(cosφ+
√

3 sinφ)(1, 1, 1), u23 = −|a|
3

cosφ(1, 1, 1), u13 =
|a|
6

(cosφ−
√

3 sinφ)(1, 1, 1), (S92)

where a and φ are the parameters of the spin-1 Weyl Hamiltonian defined previously. Note that g1 and g2 do not
affect the velocities or tilt vectors of the Weyl points due to the linear form of the unperturbed Hamiltonian; these
g-factors only affect where in the BZ the Weyls appear.

Recall that the Chern number of a Weyl point is given by νab = sign
[
detAab

]
, and its “type” is characterized by7

tab = sign
[
det
(
Aab(Aab)T − uab(uab)T

)]
. Using the above expressions, we make some useful observations. First, we

note that the Chern numbers of the three Weyl points are never all equal. Without loss of generality, let us take the
spin-1 Weyl to have monopole charge +2 (in the opposite case, the same argument will apply with all signs reversed).
Then two of the Weyl points have positive Chern number, and one negative (and vice-versa); the two Weyls with
positive Chern number appear between the highest energy pair of bands. This implies that there are exactly three
Weyl points off of the high symmetry axis, and that they all have positive monopole charge as well, and occur between
the lowest two energy bands. This ensures that the total monopole charge of degeneracies between each pair of bands
is the same. As a corollary, we note that at the exactly solvable points φ = (2n + 1)π/6, one of the matrices Aab

becomes singular. This occurs when the three off-axis Weyl points coallesce with the opposite-chirality Weyl point on
the symmetry axis, leading to a double-Weyl (whose Hamiltonian is degenerate to linear order).

Finally, we note that the types of these Weyl points are given by

t12 = sign

(
1

54
cosφ(3 cosφ− 2 cos 3φ+ 3

√
3 sinφ)

)
(S93)

t23 = sign

(
4

27
cos4 φ(1− 2 cos 2φ)

)
, (S94)

t13 = sign

(
1

54
cosφ(3 cosφ− 2 cos 3φ− 3

√
3 sinφ)

)
, (S95)

which change sign as a function of φ. These field-split Weyl points thus transition between type-I and type-II as a
function of material parameters. In the linearized model, these transitions occur exactly at the points φ = nπ/6,
although the location of these transitions can be moved as a function of higher-order terms in the Hamiltonian.
Splitting of a spin-1 fermion with a magnetic field thus offers a possible experimental route to tunable type-II Weyl
points.

We can carry out a similar analysis for a magnetic field aligned along the [100] crystal axis. In this case the only

remaining symmetry is G1 = {C2x| 1̄2 1
20}. Because the representation matrix G1 of this symmetry is already diagonal,

it is easy to see that the most general Zeeman Hamiltonian (ignoring overall shifts in the zero of energy) can be
written in terms of the Gell-Mann matrices as

HZ = B(g1λ1 + g2λ2 + g3λ3 + g0λ8) (S96)

Along the high symmetry δk = k(1, 0, 0) we may write the full Hamiltonian as

H(k) = H0 +HZ = Bg0λ8 +Bg3λ3 + (Bg1 + a1k)λ1 + (Bg2 − a2k)λ2 (S97)
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where we have introduced a1 = |a| cosφ and a2 = |a| sinφ. Because the set {λ1, λ2λ3, λ8} satisfy the same commutation
algebra as {σ1, σ2, σ3, σ0}, we can trivially diagonalize the Hamiltonian along this axis, obtaining energies

E± =
1√
3
Bg0 ±

√
(Bg1 + a1k)2 + (Bg2 + a2k)2 +B2g2

3 , E0 = − 2√
3
g0B (S98)

There are two distinct parameter regions of interest. Let us define

g∗ =
1

|B| inf
k

(E+ − E−) =

√
g2

3 +
(a2g1 − a1g2)2

|a|2 (S99)

When g∗ < |
√

3g0|, there are two Weyl points on the [100] axis, occurring between the E0 band and either the E+

or E− bands. Because the E0 band is identically flat on this axis, these Weyls are at the transition between type-I
and type-II; the inclusion of higher order terms will shift them into either of these two phases. Additionally, Chern
number counting and symmetry requires that there exist two additional Weyl points between the E+ and E− bands,
that occur off of the high symmetry axis.

As g∗ increases towards |
√

3g0|, the two Weyl points on the [100] axis move together, until they coalesce in a double

Weyl point at exact equality. For g∗ > |
√

3g0|, this double Weyl splits again into two single Weyl points, which move
away from the [100] axis. Hence in this parameter range, all four Weyl points exist away from the high-symmetry
axis.

2. Magnetic field – Landau levels for SG 199

Here, we consider adding an orbital magnetic field, B = Bẑ, to the Hamiltonian (S76) for SG 199. We make
the canonical substitution kx,y → Πx,y ≡ kx,y + eAx,y, where [Πx,Πy] = −iB, and define the raising and lowering
operators:

a =
1√
2B

(Πx − iΠy) , a† =
1√
2B

(Πx + iΠy) (S100)

which obey
[
a, a†

]
= 1. The Hamiltonian then takes the form,

H(B, kz) =

√
B

2




0 eiφ(a+ a†) ie−iφ(a− a†)
e−iφ(a+ a†) 0 eiφk̄z
ieiφ(a− a†) e−iφk̄z 0


 (S101)

where k̄z ≡ kz/
√
B/2.

An eigenstate, ψ, of H(B, kz), with energy E
√
B/2, can be written as a linear combination:

ψ =




∑
n≥0 an|n〉∑
n≥0 bn|n〉∑
n≥0 cn|n〉


 (S102)

Using a|n〉 =
√
n|n〉, a†|n〉 =

√
n+ 1|n+ 1〉, Hψ = Eψ yields three equalities that hold for all n ≥ 0:

(
eiφbn+1 + ie−iφcn+1

)√
n+ 1 +

(
eiφbn−1 − ie−iφcn−1

)√
n = Ean (S103)

e−iφ
(
an+1

√
n+ 1 + an−1

√
n
)

+ cne
iφk̄z = Ebn (S104)

ieiφ
(
an+1

√
n+ 1− an−1

√
n
)

+ bne
−iφk̄z = Ecn (S105)

Combining equations (S104) and (S105),

(E2 − k̄2
z)bn = an+1

√
n+ 1

(
Ee−iφ + ik̄ze

2iφ
)

+ an−1

√
n
(
Ee−iφ − ik̄ze2iφ

)
(S106)

(E2 − k̄2
z)cn = an+1

√
n+ 1

(
iEeiφ + k̄ze

−2iφ
)

+ an−1

√
n
(
−iEeiφ + k̄ze

−2iφ
)

(S107)

Substituting into Eq (S103) yields an equation only in terms of the an, which must hold for all n ≥ 0:

an
(
E(E2 − k̄2

z − 2(2n+ 1))− 2k̄z sin(3φ)
)

= 2ik̄z cos(3φ)
(
an+2

√
(n+ 1)(n+ 2)− an−2

√
n(n− 1)

)
(S108)
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In the specific case when cos(3φ) = 0, we can solve the entire spectrum exactly. The right-hand side of Eq (S108)
disappears, yielding

an
(
E(E2 − k̄2

z − 2(2n+ 1))− 2k̄z sin(3φ)
)

= 0 ∀ n ≥ 0 (S109)

There are two solutions to (S109): either all an = 0 for all n or an = δnj for some j ≥ 0.
First, when an = 0 for all n, Eqs (S106) and (S107) simplify to (E2 − k̄2

z)bn = (E2 − k̄2
z)cn = 0. Thus, E = ±k̄z.

Then Eqs (S104) and (S105) yields the single equality, cne
iφ = ±bn, which, when substituted into Eq (S103), yields,

(1 + s) bn+1

√
n+ 1 + (1− s) bn−1

√
n = 0 (S110)

where s = (E/k̄z)(ie
−3iφ). If s = −1, then all bn = 0 and there is no nontrivial solution for ψ, while if s = +1, b0

does not enter the constraint and it follows that bn>0 6= 0, while b0 = 0. Thus, when e−3iφ = ±i, there is a chiral (or
anti-chiral) solution,

ψ =




0

|0〉
∓e−iφ|0〉


 , E = ∓k̄z (S111)

Second, when an = δnj for some j, Eq (S109) shows that the energy of the state ψ is a solution to

E(E2 − k̄2
z − 2(2j + 1))− 2k̄z sin(3φ) = 0 (S112)

Further, we can find the bn and cn by Eqs (S106) and (S107); taking e−3iφ = ±i, the only non-zero values are

bj+1 =

√
j + 1e−iφ

E ± k̄z
= ∓eiφcj+1

bj−1 =

√
je−iφ

E ∓ k̄z
= ±eiφcj−1, (S113)

where we have assumed j 6= 0 by assuming |E| 6= |k̄z|. Eq (S108) does not yield any additional constraints.

When j = 0 and E = sk̄z, Eqs (S103), (S104) and (S105) yield two solutions, where E = 1
2

(
sin(3φ)k̄z ±

√
k̄2
z + 8

)

and b1 = 1
2Ee

−iφ = ie−2iφc1, bn 6=1 = cn 6=1 = 0. Notice that these solutions are both chiral, in the sense that their
slope never changes sign. Thus, it naively appears that we have found two more chiral solutions, in addition to that
described by Eq (S111). However, since one solution has E > 0 and the other E < 0, these can be considered as two
halves of a single chiral solution. The full spectrum is shown in Fig S2.

We can now compare the Landau levels of SG 199 when φ = π/2 to those of single (H = kiσi) and double
(H = kzσz +

(
(k2
x − k2

y)σx + 2kxkyσy
)
/k0, where k0 is some parameter with units of kx,y,z) Weyl points:

Esingle Weyl =

{
±
√
k2
z + 2Bn n > 0

−kz n = 0
(S114)

Edouble Weyl =

{
±
√
k2
z + n(n− 1)(2B)2/k2

0 n > 1

−kz n = 0, 1
(S115)

In SG 199, at kz = 0, E ∼
√
Bn, like a single Weyl point, but has two chiral modes, like a double Weyl point.

Furthermore, while the two chiral modes of the double Weyl point span continuously from kz → −∞ to kz → +∞,
in SG 199, there are several chiral bands that, together, give the +2 Chern number. Last, there is a large number
of bands near zero energy in SG 199 that do not exist for the double Weyl. The existence of these bands, with their
large density of states, suggests that there is enough spectral weight for the system to undergo a superconducting
transition, an impossible feat for the single or double Weyls. If this happens, the chiral modes cannot disappear.
Depending on the structure of the gap between the P and −P points (FFLO vs k = 0 gap), different superconducting
scenarios, all interesting, can be envisioned. The possibility that spin-1 and spin-3/2 Weyls could be superconducting
even at zero energy is fundamentally different from the spin-1/2 Weyls and will be investigated in future work.

The general case with cos(3φ) 6= 0 is more complicated because Eq (S108) mixes an with an±2. We find the
spectrum exactly at kz = 0: the right-hand side of Eq (S108) disappears, simplifying to:

E0(E2
0 − 2(2n+ 1))an = 0, ∀ n ≥ 0, (S116)
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FIG. S2. Landau levels in SG 199 at φ = π/2 when B = Bẑ. Higher order terms split the degeneracy at kz = 0, as shown in
the main text. At this value of φ, the spectrum does not depend on the direction of B since, to linear order, the Hamiltonian
is rotationally invariant.

where E0 ≡ E(kz = 0).
If E0 = 0 then Eqs (S104) and (S105) imply that an = 0 for all n, while the bn and cn are constrained only by

Eq (S103):

(
eiφbn+1 + ie−iφcn+1

)√
n+ 1 +

(
eiφbn−1 − ie−iφcn−1

)√
n = 0 (S117)

Define dn≥0 = eiφbn + ie−iφcn and en≥2 = eiφbn−2 − ie−iφcn−2. The n are now decoupled:

dn
√
n+ en

√
n− 1, for n ≥ 2, and d1 = 0 (S118)

Thus, there is a family of orthogonal states with E0 = 0 defined by dn = δnj = −
√

1− 1/jen, for j > 1. Since d0 is
unconstrained, there is an additional state with dn = δn0, en = 0.

If E0 6= 0, then it must be that an = δnj for some j ≥ 0 and E0 = ±
√

2(2j + 1), while the bn and cn are determined
by Eqs (S106) and (S107).

Thus, we have the complete spectrum at k̄z = 0: there is an infinite family of states with E0 = 0 and a set of
non-degenerate states with E0 = ±

√
2(2j + 1).

E. SG 214

We now to space group 214. If we ignore time-reversal symmetry, the little group of the P = (π, π, π) point here is
identical to that of space group 199 from Sec.III D, and consequently hosts the same representation and an identical
Fermi arc structure originating from a non-Weyl point. To include time reversal, we look for an element of the full
space group G0 such that T G0 leaves the P point invariant. Unlike SG 199, SG 214 has such an element, which we
take to be

G0 = {C2,11̄0|
1

2

1

2

1

2
} (S119)

As shown in Eqs. (S28) and (S29), we have (T G2
0) = 1 in this case, and hence the inclusion of time-reversal symmetry

does not necessarily change the dimension of the 3d representation. We thus take G3, G1 to be given by Eq. (S66). To
find the antiunitary matrix representative G0 of T G0, we impose Eq. (S58) along with the constraint G2

0 = 1. Using
the relations of Eq. (S28), along with

G0G3G−1
0 = G−1

3 , (S120)

we find

G0 =




1 0 0

0 0 1

0 1 0


K. (S121)
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We can now repeat the same procedure as above, now with the additional constraint imposed by Eq. (S59). To do so
we need the additional fact that, acting on k points, T G0 takes (δkx, δky, δkz) to (δky, δkx, δkz). However, if we are
content to consider topological properties, we need do no additional work – the linearized Hamiltonian Eq. (S76) is
already time-reversal covariant. We thus conclude that the threefold fermion in SG 214 is topologically identical to
that in SG 199.

Furthermore, because external perturbations (both magnetic and nonmagnetic) break the G0 symmetry, the anal-
ysis of the splitting of the threefold degeneracy is nearly identical to that in SG 199 presented above. There are,
however, two exceptions: both a time-reversal preserving (i.e. strain) perturbation aligned along the [11̄0] axis and a
magnetic field along the [110] axis preserve the G0 symmetry. The most general Hamiltonian V consistent with the
representation (S121) is

V = V1(λ1 + λ4) + V2(λ2 − λ5) + V3λ6 + V4

(
λ3 −

1√
3
λ8

)
(S122)

However, because the energy bands do not have distinct eigenvalues under any symmetry operation along the [110]
axis preserved by G0, band-crossings on this axis will be avoided; The spin-1 Weyl will split into four Weyls away
from the high-symmetry axis. As before, two these Weyls occurs between the highest energy pair of bands, and two
between the lowest energy pair of bands. Each have the same monopole charge, and are mapped into each other by
the twofold G0 symmetry.

F. SG 220

Lastly, we examine the threefold degeneracy in SG 220. Like SG 199, the little group of the G3 point here contains
no antiunitary symmetries. As noted in Section I G, there are two 3d irreps of the little group Gk0 . However since
these representations differ only in the sign of the matrix representative G4, and this overall sign does not affect the
conjugation in Eq. (S57), the two representation give rise to the same k · p Hamiltonian. It thus suffices to consider
only one of them. We may take

G3 = ∆({C3,111|000}) = −i




0 1 0

0 0 −1

1 0 0


 , (S123)

G4 = ∆({S4x|
1

2
11}) = eiπ/4




0 0 1

0 1 0

−1 0 0


 (S124)

(S125)

as a minimal generating set for the 3d irrep of Gk0 . This is unitarily equivalent to the representation presented in
Section I G, but is more convenient for our purposes. Before solving for the k · p Hamiltonian, let us make some
observations. Assume we have a Hamiltonian H220 that transforms covariantly under the little group Gk0 . Consider
then H220(k, k, k), the Hamiltonian evaluated along the line δkx = δky = δkz = k. The elements G3 and

M = {σx̄y|
1

2

1

2

1

2
} = G2

4G−1
3 G4 (S126)

of the little group Gk0 leave the entire line invariant, and hence their matrix representatives M and G3 commute with
H220(k, k, k). These two matrices form a representation of the symmetry group of the line (in fact, this symmetry
group is isomorphic to the group S3 of permutations of three elements. M is a pairwise exchange, and G3 is a cyclic
permutation.) The representation matrix for M is

M = ∆(M) = e3iπ/4




1 0 0

0 0 1

0 1 0


 . (S127)

(S128)

This representation, however, is reducible - the vector ψ = (1,−1,−1) is an eigenvector of both M and G3. Thus, the
group representation generated by M and G3 splits into a 1d irrep and a 2d irrep (these are, respectively, the “sign
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representation” and the “rotation representation” of S3). Consequently, as we move along the line δkx = δky = δkz,
the threefold degeneracy splits into one non-degenerate band, and two degenerate bands that disperse linearly away
from this line. Thus, H220 has a symmetry protected line node – the two degenerate bands have differing eigenvalues
under the mirror symmetryM. A similar analysis holds for all the lines satisfying |δkx| = |δky| = |δkz| by symmetry.
The location of these line nodes is shown in Fig. S5a.

Anticipating these line nodes, we can now implement the constraints Eq. (S57). To linear order, we find

H220 = a1




0 δky δkx
δky 0 −δkz
δkx −δkz 0


 , (S129)

where a1 ∈ R is a free real parameter. From Eq. (S76), we recognize this, after a rotation of the Brillouin zone, as
H199 at the transition point φ = 0. To analyze the line-nodes, we write

δki = (k, k, k) + δq (S130)

and we perform degenerate perturbation theory in the small parameters δq. We find that in the basis of degenerate
states, the Hamiltonian can be written

H220 ≈ a1kσ0 + δqiAijσj , (S131)

Aij =




0 0 2
3

1√
3

0 1
3

− 1√
3

0 1
3


 . (S132)

This Hamiltonian describes an ordinary line node. As such, we know that the holonomy of the eigenstates ψ± along
any loop encircling the line is given by

w± = P exp

(∮
〈ψ±|∇ψ±〉 · d`

)
= −1. (S133)

Using the relationship between the Berry phase and the Wannier-center polarization8, we conclude that this nontrivial
holonomy implies the existence of “drumhead” surface states9.

Finally, we note that due to the equivalence between H199 and H220, the analysis of the splitting of the threefold
degeneracy can be deduced by setting φ = 0 in the analysis of SG 199 in Section III D above.

G. k · p Hamiltonians for Sixfold degeneracies

H. SG 206

The simplest of the sixfold degeneracy points is that in SG 206 at the P point. If we ignore time-reversal symmetry,
the little group of SG 206 is isomorphic to that of SG 199. However, the full space group contains the element
G0 = {I|000}, and hence T G0 is an antiunitary element in Gk0 . Furthermore, (T G0)2 = −1, and it fixes every point
in the Brillouin zone. Thus, not only does the threefold irrep without time-reversal double to a 6d irrep (as shown in
Section I H, but, in addition, all energy bands of the k · p Hamiltonian are doubly degenerate. From Eq. (S26), we
see that G0 commutes with the generators of the little group up to the sum of a multiple of 4 full lattice translations.
Since at the P point such translations must be represented by the identity, we have

(G3)206 = (G3)199 ⊕ (G3)199, (S134)

(G1)206 = (G1)199 ⊕ (G1)199, (S135)

G0 =

(
0 λ0

−λ0 0

)
K. (S136)
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Directly imposing these symmetries yields, to linear order,

H206 = E0λ0σ0 +




0 aδkx a∗δky 0 bδkx −bδky
a∗δkx 0 aδkz −bδkx 0 bδkz
aδky a∗δkz 0 bδky −bδkz 0

0 −b∗δkx b∗δky 0 a∗δkx aδky
b∗δkx 0 −b∗δkz aδkx 0 a∗δkz
−b∗δky b∗δkz 0 a∗δky aδkz 0



, (S137)

where a = a1 + ia2 and b = b1 + ib2 are two complex parameters. We can gain more insight by examining the
characteristic polynomial of H206, given by,

p206(a, b) = det (H206 − ελ0 ⊗ σ0) =
(
ε3 − (|a|2 + |b|2)|δk|2 − 2a1(a2

1 − 3a2
2 − 3|b|2)

)2
. (S138)

after setting E0 = 0. Defining a new family of complex parameters,

c(α) = a1 + isgn(a2)
√
a2

2 + α2|b|2, (S139)

d(α) =
√

1− α2b, (S140)

we have,

p206(a, b) = p206(c(α), d(α)) (S141)

for all α ∈ [0, 1]. This means H206(α) = H206(c(α), d(α)) are unitarily equivalent for all α. We see that

H206(α = 0) = H206(a, b), (S142)

H206(α = 1) = H199 ⊕H∗199|a=c(1) , (S143)

where H199 was given in Eq. (S76). This homotopy shows that H206 and H199⊕H∗199 are isospectral and topologically
equivalent. There are distinct phases separated by gap-closing transitions exactly as in SG 199. Thus, the six bands of
eigenstates of H206 organize themselves into three degenerate pairs; although there is no net Berry flux, two of these
pairs consist of ν = ±2 bands. This can be seen most clearly by looking at the eigenvalues of the SU(2) Wilson loop
operators in each degenerate pair. Considering a sphere centered on the degeneracy point, we compute the SU(2)
Berry connection along a circle at polar angle θ, in each of the fully gapped phases. Making use of Eq. (S143), we
have, in any of the distinct phases,

w±(θ) = P exp(

∮
〈ψi±|∇ψj±〉) =

(
eiΩ(θ) 0

0 e−iΩ(θ)

)
, (S144)

w0(θ) = P exp(

∮
〈ψi0|∇ψj0〉) = σ0, (S145)

where

Ω(θ) = 2π(1− cos θ) (S146)

is the solid angle subtended by the spherical cap with opening angle θ. We thus see that in the topologically nontrivial
pair of bands, the Wilson loop eigenvalues wind twice, one chirally and one antichirally, as the loop is moved through
the Brillouin zone. When higher-order symmetry-allowed terms are included, the precise form of the Wilson loop
matrices w±(θ) will change. However, the degeneracies in the Wilson loop spectrum – and hence the windings of the
eigenvalues – are robust. This is due to the fact that we have chosen loops which respect the C2 and antiunitary little
group symmetries10.

We can also consider the effect of uniaxial uniform strain and magnetic field perturbations on the sixfold degeneracy.
Due to the direct sum structure in Eq. S143, we know that any perturbation that breaks either inversion or time-
reversal symmetry will split the spin-1 Dirac point into two spin-1 Weyl points of opposite chirality, each of which
will then split in accord with the analysis of Section III D. This will be the case for almost every field direction.
The exceptions are for strain and magnetic field aligned along the x-axis (and y, z by symmetry). For this case,
G1G0 remains a good antiunitary symmetry along the high-symmetry axis, and so we find three sets of line nodes by
Kramers’ theorem, rather than isolated point degenercies.
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I. SG 230

The analysis of the sixfold degeneracy at the P point in SG 230 is similar to that for SG 206. If we ignore time
reversal, the little groups of SG 220 and SG 230 at the P point are identical. Because the full SG 230 also contains
inversion, however, in SG 230 we have that IT is an antiunitary element of the little group. Taking into account the
effect of inversion on non-symmorphic generators given in Eq. (S30), in conjunction with Eq. (S58), we can take

(G3)230 = (G3)220 ⊕ (−(G3)∗220), (S147)

(G4)230 = (G4)220 ⊕ (−i(G4)∗220), (S148)

G0 =

(
0 λ0

−λ0 0

)
K, (S149)

where the extra signs in the direct sum are needed to ensure that G0 commutes (up to complex conjugation) with all
unitary little group elements. Imposing the constraints from Eq. (S57) yields, to linear order

H230 = E0λ0σ0




0 a1δky a1δkx 0 bδky −bδkx
a1δky 0 −a1δkz −bδky 0 −bδkz
a1δkx −a1δkz 0 bδkx bδkz 0

0 −b∗δky b∗δkx 0 a1δky a1δkx
b∗δky 0 b∗δkz a1δky 0 −a1δkz
−b∗δkx −b∗δkz 0 a1δkx −a1δkz 0



. (S150)

We note that this is, up to a rotation, equivalent to H206 with a2 = 0. Thus, the homotopy constructed above is
unchanged, and

H230 ∼ H199 ⊕H∗199|a=a1+i|b| . (S151)

Naturally, the same Wilson loop and perturbation analysis as above applies.

J. SG 205

Unlike the cases considered up to now, the R point is time reversal invariant, and in SG 205 it is also inversion
symmetric. There are two different 6d representations of the little group which differ only in the sign of the inversion
matrix, which is proportional to the identity in this case. Thus, these two mathematically distinct representations are
physically indistinguishable in isolation, and both give the same structure for the k ·p Hamiltonian; we will therefore
analyze only one of them in detail. However, the existence of these two representations which differ in their inversion
eigenvalues opens up the possibility of creating a twelve-fold degeneracy, by tuning a single parameter, namely the
energy splitting between two distinct 6−fold degeneracies.

For the representation of the little group we may take

(G3)205 = ∆({C−1
3,111|010}) = (G3)199 ⊕ (G3)199, (S152)

(G1)205 = ∆({C2x|
1

2

3

2
0}) = (G1)199 ⊕ (G1)199, (S153)

(G4)205 = ∆({I|000}) = λ0 ⊗ σ0, (S154)

T =

(
0 λ0

−λ0 0

)
K. (S155)

Since the little group contains both inversion and time reversal, we expect not only that bands will come in degenerate
pairs, but also that to lowest non-vanishing order the Hamiltonian will be quadratic. Indeed, imposing the constraints
Eq. (S57) we find

H205 =




f1(δk) aδkyδkz a∗δkxδkz 0 bδkyδkz −bδkxδkz
a∗δkyδkz f2(δk) aδkxδky −bδkyδkz 0 bδkxδky
aδkxδkz a∗δkxδky f3(δk) bδkxδkz −bδkxδky 0

0 −b∗δkyδkz b∗δkxδkz f1(δk) a∗δkyδkz aδkxδkz
b∗δkyδkz 0 −b∗δkxδky aδkyδkz f2(δk) a∗δkxδky
−b∗δkxδkz b∗δkxδky 0 a∗δkxδkz aδkxδky f3(δk)



, (S156)
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with

f1(δk) = E0 + E1δk
2
x + E2δk

2
y + E3δk

2
z , f2(δk) = E0 + E1δk

2
z + E2δk

2
x + E3δk

2
y,

f3(δk) = E0 + E1δk
2
y + E2δk

2
z + E3δk

2
x. (S157)

A similar argument to that for SG 206 shows that this isospectral with and homotopic to

H205 ∼ H ′205 ⊕ (H ′205)∗, H ′205 =




f1(δk) cδkyδkz c∗δkxδkz
c∗δkyδkz f2(δk) cδkxδky
cδkxδkz c∗δkxδky f3(δk)


 , (S158)

with c = a1 + i
√
a2

2 + |b|2. Comparing with the analysis of Eq. (S77) from Section III D, we note that for generic
E1 6= E2 6= E3 6= 0 this Hamiltonian is non-degenerate except when φ = arg(c) = nπ/3, for n integer, in which case
line nodes exist when |δkx| = |δky| = |δkz|.

To analyze the topological properties of this Hamiltonian, we note first that in the basis where H205 takes the form
of Eq. (S158), the non-Abelian Berry curvature between degenerate IT partner bands is diagonal, and the entries
are given by the Abelian Berry curvatures of H ′205. Furthermore, because H ′205 is inversion symmetric, we know that
these Abelian Berry curvatures vanish. Stokes theorem then tells us that the non-Abelian Wilson loop eigenvalues
between the degenerate pairs of bands do not wind as the loops are moved throughout the Brillouin zone.

K. SGs 198, 212 and 213

Finally, we look at the sixfold degeneracy in SGs 198, 212 and 213 at the R point. Unlike the previous sixfold
fermions, the little group in these SGs does not contain IT , and so bands are not forced to come in degenerate pairs.
However, we note that the planes δki = 0, i = x, y, or z contain in their little group the antiunitaries

T G0x = T {C2x|
1

2

1

2
0},

T G0y = T {C2y|0
1

2

1

2
},

T G0z = T {C2z|
1

2
0

1

2
}, (S159)

which square to −1, giving a Kramers type degeneracy. Thus, on these three planes, bands are forced to stick
together in pairs. Thus, these space groups will have surface nodes along the faces of the Brillouin zone, which we
have indicated schematically in Fig. S5b. Away from the zone boundaries, the six bands will in general be non-
degenerate. To construct the 6d representation for SG 198, we note that the unitary subgroup of the little group is
isomorphic to the little group of SG 199 (c.f. Section I C). As such, we can make use of the representation matrices
Eq. (S66) and the commutation relations Eq. (S58) for time-reversal to arrive at the representation

(G3)198 = ∆({C−1
3,111|010}) = (G3)199 ⊕ (G3)199, (S160)

(G1)198 = ∆({C2x|
1

2

3

2
0}) = (G1)199 ⊕ (G1)199, (S161)

T198 =

(
0 λ0

−λ0 0

)
K, (S162)

for the little group of SG 198.

For SGs 212 and 213 we can perform a unitary transformation on the representation Eq. (S19) to obtain (n=0 for
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SG212, n=1 for SG213)

(G1)212 = ∆({C2x|
1

2

1

2
0}) =




1 0 0

0 −1 0

0 0 1


⊗ σ0, (S163)

(G3)212 = ∆({C−1
3,111|000}) =




0 0 1

1 0 0

0 −1 0


⊗ σ0, (S164)

(G4)212 = ∆({C21̄10|
2n+ 1

4

2n+ 1

4

2n+ 1

4
}) =




0 i 0

i 0 0

0 0 −i


⊗ σ3, (S165)

T212 =

(
0 λ0

−λ0 0

)
K, (S166)

for the little group of SG 212 and 213. Finally, after imposing the symmetry constraints, we find for the respective
Hamiltonians

H198(δk) =

(
H199(a, δk) bH199(1, δk)

b∗H199(1, δk) −H∗199(a, δk)

)
,

H212(δk) = H213(δk) =

(
H199(ia2, δk

′) bH199(1, δk′)
b∗H199(1, δk′) −H∗199(ia2, δk

′)

)
, (S167)

to linear order, where

δk′ = (δkz, δkx,−δky). (S168)

Let us examine how these sixfold fermions – and in particular the surface degeneracies – split in the presence of
strain or magnetic field perturbations. First, note that a uniaxial strain field parallel to the x, y, or z axis preserves
one of the symmetries Eq. S159, while a magnetic field perpendicular to any of the x, y, or z axes preserves two of the
symmetries. Hence for these choices of external field, one or more surface degeneracies remain.

Hence, we consider the effect of a magnetic field aligned along the [111] high-symmetry direction. Not only does
this break all the surface degeneracies, but the reduced symmetry group will be isomorphic to the case of SG206
in the presence of a magnetic field considered in Section III H. The most convenient way to analyze this splitting
is to imagine that it occurs as a two step process, where we first remove time reversal symmetry, and then remove
the spatial symmetries broken by the field direction. Breaking time reversal symmetry alone will cause the sixfold
degeneracy to split into a pair of spin-1 Weyls. Next, including crystal symmetry shows that these each split into a
set of six ordinary Weyl points. The net effect of the magnetic field then is to create twelve total Weyl points.

We can also consider the effect of uniaxial strain fields aligned along the [111] direction, and in the case of SG
212 and 213 also along the [1̄10] direction. Since these perturbations preserve time-reversal symmetry, the sixfold
degeneracy will split into a Weyl semimetal phase with three Kramers doublets of Weyl points at the R point.

L. k · p Hamiltonians for Eightfold degeneracies

We now analyze the eightfold degenerate fermions. For most of this section, we will use the tensor product basis

gijk = σi ⊗ σj ⊗ σk (S169)

as our 8-dimensional matrix basis. Each of these square to the 8× 8 identity matrix (gijk)2 = g000 ≡ E8, and satisfy

1

8
tr(g†ijkg`mn) = δi`δjmδkn. (S170)
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FIG. S3. Low energy dispersion relation near the A point of SGs 130 and 135 in the plane δkz = 0. Each band is doubly
degenerate due to IT symmetry. Fourfold Dirac line nodes can be seen along the lines δkx = 0 and δky = 0.

M. SGs 130 and 135

Let us start with the 8−fold degeneracy at the A point in SGs 130 and 135. Unlike all our other examples, these
have a tetragonal rather than a cubic Bravais lattice. The little groups Gk0 of the A point of SGs 130 and 135 are
isomorphic, and both contain inversion. Thus, in the presence of time reversal symmetry, we expect all bands to be
doubly degenerate. For concreteness, we focus on SG 130. The analysis for SG 135 is identical. For the 8-dimensional
representation matrices of the little group we take

G1 = ∆({C4z|000}) =

(
P4 0

0 P4

)
, (S171)

G2 = ∆({C2x|
1

2

1

2
0}) =

(
Q4 0

0 Q4

)
, (S172)

G3 = ∆({I|1
2

1

2

1

2
}) =

(
S4 0

0 S4

)
, (S173)

T =

(
0 S4

−S4 0

)
K, (S174)

where we have defined

P4 =
i√
2




−1 −1 0 0

1 −1 0 0

0 0 1 1

0 0 −1 1


 , Q4 =

1√
2




1 −1 0 0

−1 −1 0 0

0 0 1 −1

0 0 −1 −1


 , S4 =




0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0


 . (S175)

(S176)

Before constructing the Hamiltonian explicitly, we make the following general remarks. First, consider the high
symmetry line δkx = δky = 0. The little group of this line is generated by G1,G3G2 and the antiunitary element G3T ;
G3 alone is not a symmetry of the line. Due to the block diagonal structure of the symmetry elements, it is obvious
that along this line the 8−dimensional representation splits into two fourfold degenerate representations, and so we
expect to find two “Dirac line nodes” along this line, which we show in Fig. S3. This is a new type of line node not
mentioned in prior studies of nodal lines. Similarly, along the line δky = δkz = 0, we have that the little group is
generated by G2 and G3G

2
1, which also leads to two four-fold degenerate representations. Finally, since C4z relates

this line to one with δkx = δkz = 0, we have that along all three edges of the Brillouin zone which meet at the A
point, there are two fourfold degenerate bands, i.e. two Dirac line nodes. Fig. S5c shows the location of these line
nodes in the Brillouin zone.

Keeping this in mind, we solve the constraints Eq. (S59) to find to linear order

H130 = H135 = δkz(ag233 + bg232 + cg231) + δkx(dg123 − eg130 + fg122 + hg121) + δky(dg323 + eg330 + fg322 + hg321),
(S177)
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where a, b, . . . , h are real parameters. This form of the Hamiltonian makes manifest the degeneracies discussed above:
first, note that the matrices multiplying any one of the δki all anticommute with each other, and all have only two
distinct eigenvalues ±1. Each matrix then gives an subalgebra of the algebra Cl6 of 8× 8 Clifford algebra matrices.
By a basis rotation, it then follows that there are only two distinct eigenvalues, and hence two fourfold degenerate
line nodes on each of the high symmetry lines.

Let us now look at the Wilson loop eigenvalues associated to these fourfold line nodes. For simplicity, we focus
on the line nodes along δkx = δky = 0; the analysis of the others follows identically. We start by diagonalizing

H0 = H130(δkx = δky = 0), which has eigenvalues ε± = ±|δkz|
√
a2 + b2 + c2. Denote the corresponding eigenvectors

as φi±(δkz), where i = 1, 2, 3, 4. We now project the eigenstates ψ of the full Hamiltonian into the basis of φi−, i.e.
we perform degenerate perturbation theory. Without loss of generality, we may take b = c = f = h = 0, since this
still allows the coefficients on each of the δki to vary independently. In this case, the Hamiltonian is block diagonal,
consisting of two 4× 4 blocks. We find that to lowest order in perturbation theory we can write the eigenstates of the
Hamiltonian as

φ1
− =




e

0

0

0


 , φ2

− =




0

e∗

0

0


 , φ3

− =




0

0

e∗

0


 , φ4

− =




0

0

0

e


 , (S178)

where e = 1√
2

(1,−i).
In this basis, the remainder of the Hamiltonian takes the form

Vij = 〈φi−|H130 −H0|φj−〉 =




0 dδk− 0 0

dδk+ 0 0 0

0 0 0 dδk+

0 0 dδk− 0


 , (S179)

where δk+ = δkx + iδky and δk− = (δk+)∗. Because of IT symmetry, the eigenvectors of V come in degenerate pairs,
as reflected in the block diagonal structure of Vij . Examining the two pairs emerging from the Dirac line node, which
we denote by ±, we see immediately that the Wilson loop matrix within each degenerate pair takes the form

w± =

(
−1 0

0 −1

)
. (S180)

A similar analysis holds had we instead started with the positive energy Dirac line node. These eigenvalues are
gauge invariant and insensitive to the particular choice of parameters we used above. These Wilson loop eigenvalues
are identical to those of two decoupled Weyl line nodes. Similar to SG 220, this nontrivial Berry phase implies the
existence of pairs of “drumhead” surface states associated to each Dirac line.

The Dirac lines serve as a “parent phase” for all known topological semimetals: external perturbations may split
the eightfold intersection of Dirac lines into Dirac points, twofold degenerate Weyl line nodes, and isolated Weyl
points. Splitting in the presence of time-reversal preserving (i.e. strain) perturbations was considered in Ref. 11; it
is trivial to extend the analysis to time-reversal breaking (magnetic) perturbations, yielding similar conclusions. Here
we emphasize that it is the presence of Dirac lines, rather than just the eightfold degeneracy, that is crucial for the
emergence of a Dirac semimetal phase: external perturbations split the fourfold Dirac lines into twofold degenerate
bands along the Brillouin zone edge, and it is these twofold lines that intersect to form topological Dirac points.

More concretely, consider an external magnetic field in the z direction. This breaks time-reversal symmetry, as well
as the C2x little group symmetry of the A point. However, G1 (C4z), G3 (inversion), and G2T (the product of C2x

and time reversal) remain good symmetries. The eight-dimensional representation of these symmetries now splits at
the A point. Noting from Eqs. (S171–S174) that the matrix representatives of these symmetries are block diagonal
and anticommuting, we deduce that the representation splits into two fourfold representations at the A point, which
we may write as

G1 = eiπ/4




0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0


 , G3 =




1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1


 , G2T = e−iπ/4




0 1 0 0

−1 0 0 0

0 0 0 −1

0 0 1 0


K, (S181)
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FIG. S4. Schematic diagram of the splitting of fourfould Dirac lines. The center shows the spectrum along the line A → M
before the magnetic field is applied. Left shows the trivial splitting, and right shows the Dirac semimetal phase. The number
of degenerate bands in each multiplet is labeled.

along with its conjugate representation. These two fourfold degeneracies will move away from the Fermi level.
Furthermore, following our discussion of the Dirac lines, bands will be twofold degenerate the entire line δkx = δky = 0,
where only G1 and G2T remain good symmetries. As these degenerate pairs differ in their C2z eigenvalues, they are
allowed to cross along this line, forming a Dirac semimetal phase. Inversion symmetry demands that a Dirac point
at k∗ = (π, π, kz) have a partner at −k∗ ≡ (π, π,−kz). Finally, note that this pair of Dirac points is separated by
the high symmetry (kx, ky, 0) and (kx, ky, π) mirror planes. Whether or not these Dirac points form is a question of
energetics, as shown in Fig. III M. For the remainder of this discussion, we will assume the Dirac points form, and
analyze the resulting phase.

To proceed further, we must distinguish between space groups 130 and 135. SG 130 contains the non-symmorphic
glide reflection {σz| 12 1

20}, while SG 130 contains the symmorphic mirror {σz|000}, as can be seen by considering the
products of inversion and C4z from Eq. (S37). Hence, in SG 130 the kz = 0 and kz = π planes are glide planes, while
in SG 135 they are mirror planes. Thus, in SG 135 the Dirac semimetal phase can be characterized by a mirror Chern
number12. To calculate this invariant (up to parity), we will focus on the kz = π plane. We can characterize the
topological state of the system by the product of inversion eigenvalues in each σz = ±i eigenspace at the two inversion
invariant momenta A and Z (c.f. Fig. S1a) in this plane (C4z symmetry fixes the product of inversion eigenvalues at
(π, 0, π) and (0, π, 0) to be 1). At the A point, we found above that we will have four occupied bands: two in the +i
mirror eigenspace, and two in the −i mirror eigenspace. Noting that σz = G2

1G3 = iG3, we see that in each mirror
subspace, pairs of bands have the same inversion eigenvalues, and so the product will be +1.

To complete the argument, we compute the product of inversion eigenvalues at the Z point. Using Ref.1, we note
that there is only one allowed representation at the Z point, and – crucially for our purposes – bands with the same
mirror eigenvalue have opposite inversion eigenvalues in this representation. Since the magnetic field does not break
inversion symmetry, this is sufficient to conclude that the product of inversion eigenvalues in each mirror subspace
will be −1. Thus, we conclude that in SG 135 the mirror Chern number will be nonzero when the Dirac points form.
It follows that the Dirac points are connected by a topologically protected pair of Fermi arcs13; these Fermi arcs are
expected to emerge from the line-node surface states.

N. SGs 218 and 220

We look next at the 8−fold degeneracy in SG 218 at the R point, as well as SG 220 at the H point. Although these
groups have different Bravais lattices, it was shown in Section II F that the little groups of these respective points
are isomorphic, and so their respective k · p Hamiltonians are identical. Neither of these groups contains IT , since
neither of these space groups is inversion symmetric1, and so we in general expect to find 8 non-degenerate bands.
Using the same notation as Eq. (S46), we can take for our 8−dimensional representation

G1 = ∆(G1) =

(
Q4 0

0 Q4

)
, G2 = ∆(G2) =

(
R4 0

0 R4

)
, (S182)

G3 = ∆(G3) =

(
P4 0

0 P4

)
, G4 = ∆(G4) =

(
S4 0

0 S4

)
, (S183)

T =

(
0 −N4

N4 0

)
K, (S184)
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where we define

P4 =
1√
2




−i −1 0 0

1 i 0 0

0 0 i −1

0 0 1 −i


 , Q4 =

1√
2




i −1 0 0

1 −i 0 0

0 0 −i −1

0 0 1 −i


 , (S185)

S4 =




1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1


 , N4 =




0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0


 , (S186)

R4 =
1

4




1 −i−
√

2
√

3(i+
√

2)
√

3

−i+
√

2 1 −
√

3
√

3(−i+
√

2)√
3(−i+

√
2)

√
3 1 i−

√
2

−
√

3
√

3(i+
√

2) i+
√

2 1


 . (S187)

(S188)

These matrices satisfy the relations Eq. (S47), as needed for a representation. Although this 8−fold representation is
quite cumbersome, we can make some general comments about the degeneracy structure of this fermion. First, let us
consider the high symmetry line δkx = δky = δkz. The little group of this line is generated by G2 and G4 alone. This
8 dimensional representation of the little group of the line is reducible. To see this most clearly, we let U denote the
unitary transformation that diagonalizes G2. Then we have

UG2U
† =




σ0 0 0 0

0 σ0 0 0

0 0 e2iπ/3σ0 0

0 0 0 e4iπ/3σ0


 , and UG4U

† =




σ3 0 0 0

0 σ3 0 0

0 0 0 −σ0

0 0 −σ0 0


 , (S189)

from which we can directly see that the 8d representation reduces to four 1d representations and two 2d representations.
Along this line we thus expect to find four singly degenerate bands, and two doubly degenerate bands.

Next, we consider the line δkx = δky = 0. The little group of this line is generated by G3T,G3G1, and G4.
Although G3T is antiunitary, it squares to +1, and so it need not affect the degeneracy of the representation. The
matrix representation of these elements is, from Eqs. (S182-S184)

G3T =




0 0 0 B

0 0 B∗ 0

0 −B 0 0

−B∗ 0 0 0


K, G3G1 = i




σ1 0 0 0

0 −σ1 0 0

0 0 σ1 0

0 0 0 −σ1


 , and G4 =




σ3 0 0 0

0 σ3 0 0

0 0 σ3 0

0 0 0 σ3


 , (S190)

where

B =
i√
2

(σz + σy) . (S191)

Examining these matrices, we see that the 8d representation splits into four irreducible 2d representations along this
line; the antiunitary G3T does not in fact double the degeneracy of the representations, but simply enacts the unitary
transformation σ1 → σ1, σ3 → ±σ2 within each representation.

Finally, we examine the line δkx = δky = k, δkz = 0. The little group of this line contains the element G1G4G2T ,
which is antiunitary and squares to −1. Kramers’s theorem then tells us that along this line too, there are four sets
of twofold degenerate bands. The location of these degeneracies, and the symmetries which protect them, has been
indicated in Fig. S5d for SG 218 (The lines and symmetries for SG 220 are identical, but their placement in the BCC
Brillouin zone does not easily translate to a visualization).

These are the only additional symmetry-enforced degeneracies. We find for the linear k · p Hamiltonian

H218 = H220 =

(
U V

V † −U

)
, (S192)
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FIG. S5. Highlighted are the line and surface degeneracies in (a) SG 220, (b) SG 198,212, and 213, (c) SGs 130 and 135, and
(d) SG 218. We have indicated the mirror symmetries which protect the line nodes, as well as the antiunitary symmetries that
protect the Kramers degenerate surface nodes.

with

U =

( √
3a(δkx + δky) −i

√
3a(δkx − δky) b

(
δkx + δky + i

√
2δkz

)
+ a

(
iδkx + iδky + 2

√
2δkz

)
(a− ib)(δkx − δky)

i
√

3a(δkx − δky) −
√

3a(δkx + δky) (a− ib)(δkx − δky) b
(
δkx + δky − i

√
2δkz

)
+ ia

(
δkx + δky + 2i

√
2δkz

)

b
(
δkx + δky − i

√
2δkz

)
+ a

(
−iδkx − iδky + 2

√
2δkz

)
(a+ ib)(δkx − δky)

√
3a(δkx + δky) i

√
3a(δkx − δky)

(a+ ib)(δkx − δky) b
(
δkx + δky + i

√
2δkz

)
− ia

(
δkx + δky − 2i

√
2δkz

)
−i
√

3a(δkx − δky) −
√

3a(δkx + δky)

)
, (S193)

V =

(
(c+ id)(δkx + δky) (d− ic)(δkx − δky)

√
6(c+ id)δkz + (e+ if)

(
δkx + δky + i

√
2δkz

)
(f − ie)(δkx − δky)

i(c+ id)(δkx − δky) −(c+ id)(δkx + δky) (f − ie)(δkx − δky) (e+ if)
(
δkx + δky − i

√
2δkz

)
−
√

6(c+ id)δkz
1
3

((
−2i
√

3c+ 2
√

3d+ 3e+ 3if
)

(δkx + δky) +
√

2
(√

3c+ i
√

3d− 3ie+ 3f
)
δkz
)

1
3

(
2
√

3c+ 2i
√

3d+ 3ie− 3f
)

(δkx − δky) (c+ id)(δkx + δky) i(c+ id)(δkx − δky)
1
3

(
2
√

3c+ 2i
√

3d+ 3ie− 3f
)

(δkx − δky) 1
3

((
−2i
√

3c+ 2
√

3d+ 3e+ 3if
)

(δkx + δky)−
√

2
(√

3c+ i
√

3d− 3ie+ 3f
)
δkz
)

(d− ic)(δkx − δky) −(c+ id)(δkx + δky)

)
,

(S194)

which we checked respects the symmetries we have enumerated.

O. SGs 222 and 223, and 230

Lastly, we examine the 8-fold degeneracies at the R point in SGs 222 and 223, as well as the H point in SG 230.
As noted in Section II E, all of these points have isomorphic little groups, as enumerated in Eq. (S39). Unlike the
previous case, however, these little groups all contain inversion, and so in the presence of time reversal all bands are
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twofold degenerate. Using the notation of Eq. (S39), we can take as our generating set the matrices

G1 = ∆(G1) =

(
P4 0

0 P ∗4

)
, (S195)

G3 = ∆(G3) =




σ0 0 0 0

0 −σ0 0 0

0 0 σ0 0

0 0 0 −σ0


 , (S196)

G4 = ∆(G4) =

(
R4 0

0 R∗4

)
, (S197)

T =

(
0 −σ0 ⊗ σ0

σ0 ⊗ σ0 0

)
K, (S198)

where we have defined

P4 =




0 0 e−iπ/4 0

0 0 0 eiπ/4

e−iπ/4 0 0 0

0 eiπ/4 0 0


 , and R4 =

1√
2




e5iπ/12 e5iπ/12 0 0

e−iπ/12 −e−iπ/12 0 0

0 0 −eiπ/12 −eiπ/12

0 0 e7iπ/12 e−5iπ/12


 . (S199)

Note that in order to make the nonvanishing blocks of G3T diagonal, this representation differs by a unitary trans-
formation from that constructed in Section II E. Imposing these symmetry constraints, we find

H222 = H223 = δkz (ag313 + bg111 + cg112)− δkx
(
a

2
g113 +

√
3a

2
g120 + bg311 + cg312

)

+ δky

(
a

2
g210 −

√
3a

2
g223 + bg012 − cg011

)
, (S200)

and similarly

H230 = δkz (ag313 + bg112 − cg111)− δkx
(
−a

2
g210 +

√
3a

2
g223 + bg011 + cg012

)

− δky
(
a

2
g113 +

√
3a

2
g120 − cg311 + bg312

)
. (S201)

Unlike the case with SGs 130 and 135, there are no additional line nodes here, as can be seen from examining the
algebra of matrices appearing in the Hamiltonians. There is generically no degeneracy away from the 8−fold point
beyond the doubling required by IT .

IV. SYMMETRY-PROTECTED SPIN-3/2

As noted in the main text, our 3-fold degenerate fermions exist in the same topological phase as the Hamiltonian

H = k · S, (S202)

where S is the vector of spin-1 matrices. A natural question to ask is whether there exist fermions in the topological
phase of k · S for higher-spin representations. For the spin j representation, this phase consists of a 2j + 1 fold
degeneracy, with bands having Berry flux 2n for every n ∈ {−j,−j + 1, . . . , j − 1, j}. Given that our exhaustive
classification of 6 and 8-fold degeneracies does not include any band crossings with non-zero Chern number, we know
that such fermions cannot exist at high symmetry points for j ≥ 2. To answer this question for j = 3/2, we must
examine symmetry-protected four-band crossings.
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In our classification of new fermions, we did not focus on four-fold band crossings, which will be investigated in
a future publication and do not require non-symmorphic symmetries to be stabilized. We, and others13,14, implicitly
assumed that linear four band crossings in spin-orbit coupled (SOC) materials with time-reversal (TR) symmetry are
essentially Dirac-like, i.e., consisting of doubly-degenerate bands with zero Chern number. Here we will show that
this is not the case – crystal symmetry can stabilize linearly dispersing fermions in the topological class of

H3/2 = k · S (S203)

where

Sx =
1

2




0
√

3 0 0√
3 0 2 0

0 2 0
√

3

0 0
√

3 0


 , Sy =

1

2i




0
√

3 0 0

−
√

3 0 2 0

0 −2 0
√

3

0 0 −
√

3 0


 , and Sz =

1

2




3 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −3


 (S204)

are the spin-3/2 matrices. Hamiltonians in this class have four energy bands non-degenerate away from k = 0, with
Chern numbers ±3,±1;15 unlike Dirac fermions, these are chiral topological quasiparticles – the total monopole charge
of these fermions is four (= 3 + 1).

We now find the space groups which can protect spin-3/2 fermions at high-symmetry points in TR invariant systems
with SOC (c.f. Ref. 16, where the issue of symmetry protection and physical realizability were overlooked). We will
then construct the low-energy Hamiltonian for the particle and examine its phase diagram. Finally, we remark on
experimental consequences.

A. Where can topological fourfold crossings exist?

To find crystals which support spin-3/2 fermions, we follow a similar strategy as in the main text: we look for
high symmetry points in the Brillouin zone (BZ) of the 230 space groups where the double-valued representation of
the little group has a 4d irrep. We first note that not all 4d irreps can be topological. In particular, we need not
consider space groups with inversion symmetry: these have the product T I of TR and inversion as a symmetry and
hence all Chern numbers vanish. The non-centrosymmetric space groups are: 1, 3− 9, 16− 46, 75− 82, 89− 122, 143−
146, 149 − 161, 168 − 174, 177 − 190, 195 − 199 and 207 − 220. Furthermore, we note that because TR symmetry
preserves the Chern number of Fermi surfaces (monopole charge), a spin-3/2 fermion may only occur in irreps that
are four-dimensional before imposing TR symmetry.

With these constraints in mind, we find that only SGs 207− 220 have the possibility of hosting spin-3/2 fermions.
The relevant fourfold degeneracies occur at the Γ point in all fourteen cases, as well as at the R point in SGs 207, 208
and 215, the H point in 211, 214 and 217, and the P point in SG 217. Even at the Brillouin zone edge, non-
symmorphicity is not essential to stabilize these fourfold degeneracies. In fact, SGs 207, 209, 211, 215, 216 and 217 are
symmorphic In Table II below we enumerate the generators of the little group of all of these points.

Conveniently, all of these groups are isomorphic. The representation matrices in all cases are given by,

G1 = ∆(G1) =

(
M −iM
−iM M

)
, G2 = ∆(G2) =

(
0 e5iπ/4σz

e−iπ/4σz 0

)
, G3 = −G−1

1 G2G
−2
1 , (S205)

where we have introduced

M = −1

2
(σz +

√
3σx) (S206)

We can now make one final observation: to recover the Hamiltonian (S203) as the low-energy k · p Hamiltonian,
there cannot be any symmetry-required degeneracies along lines emanating from the fourfold point. This condition is
violated in SGs 215−220, as we will now argue. Consider first the line (0, k, 0) originating from a fourfold degeneracy
at the Γ (and H, where relevant) point. The little group of this line is represented as

∆(C2y) = G−1
3 G2

1G3, and ∆(σ101̄) = G2G3 (S207)

This representation is reducible. To see this, let us work in the basis where ∆(C2y) is diagonal. In this basis we have

∆(C2y) =




i 0 0 0

0 −i 0 0

0 0 i 0

0 0 0 −i


 ,∆(σ101̄) =




0 eiπ/4 0 0

e3iπ/4 0 0 0

0 0 0 e5iπ/4

0 0 e7iπ/4 0


 . (S208)
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SG La k Point group Generators

207 cP Γ, R G1 = C4x,G2 = C2,11̄0,G3 = C−1
3,111

208 cP Γ, R

209 cF Γ

210 cF Γ

211 cI Γ, H

212 cP Γ

213 cP Γ

214 cI Γ, H

215 cP Γ, R G1 = IC4x,G2 = σ11̄0,G3 = C−1
3.110

216 cF Γ

217 cI Γ, H, P

218 cP Γ

219 cF Γ

220 cI Γ

TABLE II. High symmetry points that can potentially host topological four-fold degeneracies, and the generators of the little
group of each point.

It is easy to see that this representation splits into two two-dimensional irreps. Hence, the low-energy Hamiltonian
for these space groups have twofold degeneracies along this line, and hence these fourfold degeneracies cannot support
a monopole charge. A similar story holds for the P point in SG 217 and the R point in SG 215 (there the relevant
line there is (0, 0, k) and same argument goes through after permuting the components of k.)

We thus see that the eight space groups SG 207 − 214 can host fourfold degeneracies, which may be topological.
These may occur at the Γ point in all eight SGs, as well as at the R point in SGs 207 and 208, and the H point in
SGs 211 and 214. We will now proceed to build the Hamiltonian.

B. k · p near the Spin-3/2 point

We can now find the most general 4 × 4 linear Hamiltonian around the non-degenerate spin-3/2 point(s) in SGs
207− 214. To do so, we enforce the constraints

G1H(δkx, δky, δkz)G
−1
1 = H(δkx,−δkz, δky), and G2H(δkx, δky, δkz)G

−1
2 = H(−δky,−δkx,−δkz). (S209)

Since in these SGs we are always considering TR invariant momenta, we must also construct the matrix representation
G0 = ∆(T )K of time reversal, where K is complex conjugation. Demanding that

G2
0 = −1, G0G1G

−1
0 = G1, G0G2G

−1
0 = G2, (S210)

we find we can take

T =

(
0 −I2
I2 0

)
K (S211)

where I2 is the 2× 2 identity matrix. It turns out, however, that to linear order time reversal imposes no additional
constraints on the Hamiltonian. We have, after setting the zero of energy to 0,

H =




aδkz 0 −a+3b
4 δk+

√
3

4 (a− b)δk−
0 bδkz

√
3

4 (a− b)δk− − 3a+b
4 δk+

−a+3b
4 δk−

√
3

4 (a− b)δk+ −aδkz 0√
3

4 (a− b)δk+ − ‘3a+b
4 δk− 0 −bδkz


 , (S212)

where a and b are two real-valued parameters. The parameter space of this Hamiltonian is very rich. First, note that
when b = −a/3 we have, afer permuting rows and columns

Hb=−a/3 ≈
a

3
δk · S (S213)
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with S defined in Eq. (S204) as desired. Similarly, when b = −3a we have

Hb=−3a = aδk · S∗ (S214)

Another interesting point occurs when a = b, where we have

Ha=b ≈ a(H1 ⊕H1) (S215)

where

H1 = δkzσz − δkxσx + δkyσy (S216)

which corresponds to two degenerate negative chirality Weyl points. This is distinct from the usual Dirac point14,17,
which can be viewed as a superposition of two opposite chirality Weyl points. We now map the full phase diagram.

C. Full phase diagram of the spin-3/2 fermion

Let us now systematically analyze the different possible phases of the Hamiltonian Eq. (S203). First, let us define

a = C cosφ, and b = C sinφ, (S217)

where φ ∈ [−π, π) and C > 0. We would like to know the different possible Chern numbers of bands as φ is varied.
We start by looking for values of φ at which the Chern numbers of bands change, i.e., when bands become degenerate.
As in Section III D, we do this by looking at the characteristic polynomial,

p(k, φ, ε) = det(H − εI), (S218)

and ask for what values of k, φ it can factor as

p
?
= (ε− α)2(ε− β)(ε− γ). (S219)

Proceeding, we have

p(k, φ, ε) = ε4 − ε2|k|2 +
1

8
(1− cos 4φ)(k4

x + k4
y + k4

z) +
1

8
(
11

4
+

7

4
cos 4φ+ 3 sin 2φ)(k2

xk
2
y + k2

xk
2
z + k2

yk
2
z) (S220)

The fact that this contains no linear or cubic terms imposes the following constraints on the {α, β, γ} appearing in
the factorization (S219):

2α+ β + γ = α2(β + γ) + 2αβγ = 0 (S221)

These constraints have two distinct types of solution: either

β = γ = −α (S222)

or

α = 0, β = −γ (S223)

Let us examine the type-I solutions first. These require

p = (ε+ α)2(ε− α)2 = ε4 − 2α2ε2 + α4 (S224)

Comparing with Eq. (S220), we see this requires

2|k|4 = (1− cos 4φ)(k4
x + k4

y + k4
z) + (

11

4
+

7

4
cos 4φ+ 3 sin 2φ)(k2

xk
2
y + k2

xk
2
z + k2

yk
2
z) (S225)

This is satisfied for all k at

φ =
(4n+ 1)π

4
, n ∈ Z (S226)
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SG Compound

130 PdBi2O4

130 WO3

135 PdSe

198 AsPdS

198 FeSi

198 K3BiTe3

198 SiCo

199 Pd3Bi2S2

205 PdSb2

212 Li2Pd3B

212 SrSi2

213 Mg3Ru2

214 Ag3Se2Au

214 La3PbI3

218 CsSn

220 Ba4Bi3

220 La4Bi3

(a)

SG Compound

130 CuBi2O4

135 PdS

198 MgPt

198 AlPt

198 AlPd

198 RuSi

198 OsSi

206 KBiF6

213 Li2Pt3B

213 Re2W3C

223 LaPd3S4

223 Nb3Bi

223 Ta3Sb

230 RhBi

(b)

SG Compound

130 AgBi2O4

130 AuBi2O4

135 PdTe

199 Ni3(BiS)2

199 Pd3Bi2Se2

199 Pd3Bi2Te2

230 SiO2

(c)

TABLE III. Candidate materials that (a) exist in single crystal form, (b) exist in powder form, or (c) are predicted.

and along the lines ki = kj = 0 with i, j ∈ {x, y, z}, i 6= j and

φ =
(4n+ 3)π

4
(S227)

Examining solutions of type 2, we find that there are degeneracies along the lines ki = kj = 0 when

φ =
nπ

2
, (S228)

and that there is a second set of degeneracies when φ = φ2, along the lines |kx| = |ky| = |kz|.
Having identified all parameter values where the bands become degenerate (Lifschitz topological phase transitions),

we can now move on to identify the distinct phases of the Hamiltonian. We focus only on the parameter range
φ ∈ [−π/2, π/2]; the rest of the phase diagram can be obtained by taking H → −H Using the identifications from
Eq. (S213) and Eq. (S214), we note that for −π/2 < φ < −π/4 the Hamiltonian is in the same topological phase as
−k ·S, and the bands have Chern numbers ν = 3, 1,−1,−3 ordered in decreasing energy. For −π/4 < φ < 0, we have
that the Hamiltonian is in the same topological phase as k · S, with bands having Chern numbers ν = −3,−1, 1, 3
ordered in decreasing energy. As with the spin-1 Weyl, the two sets of band degeneracies for φ = −π/4 allow for the
Chern numbers of the bands to reverse ordering in energy at this transition.

Next, note that for φ = 0 and φ = π/2, the only degeneracies are between the two middle bands, at zero energy.
This, along with Eq. (S215) allows us to deduce that the degeneracy at φ = π/4 need not be stable when higher-order
terms in the k ·p Hamiltonian are considered (we cannot exclude the possibility that it broadens into a distinct phase,
however). Finally, we conclude that for 0 < φ < π/2, φ 6= π/4 bands have Chern numbers ν = −3, 1,−1, 3 ordered in
decreasing energy. As far as we are aware, this phase has no precedent in prior experimental or theoretical work.

V. ADDITIONAL CANDIDATE MATERIALS

Here we show additional candidate materials that realize our new fermions. In Table V, we provide a complete
list of materials (from the main text and this appendix) and indicate whether the materials exist in single crystal or
powder form, or have not been reported but are predicted to be stable.

We begin with space group 198, of which MgPt was an example shown in the main text. In Fig S6, we show seven
other binary compounds (AlPt18, AlPd19, SiCo20, RuSi21, ReSi22, OsSi23 and FeSi24) in the space group that also
shown band crossings within 1eV of the Fermi level and exist as either single crystals or in powder form.
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In the family of Pd3Bi2S2, shown in the main text, is Ni3(BiS)2; numerical calculations show that the electronic
configuration for Ni3(BiS)2 in SG 12, which is known to exist in crystal form, is only slightly lower in energy than
in SG 199.25 We show its band structure in Fig. S7a, which shows a three-band crossing at the P point only .1eV
above the Fermi level. In Fig. S7b and S7c we show that the predicted compounds Pd3Bi2Se2 and Pd3Bi2Te2, which
exhibit 3-fold band crossings almost exactly at the Fermi level. Analogous band crossings in SG 214 can be found in
the family of La3PbI3

26; Fig. S7d shows that the Fermi level is almost exactly at the band crossing.

In the main text, we showed materials in SG 220 that exhibit 6-fold and 8-fold fermions near the Fermi level. Here,
we show their counter parts in SG 230. One example is RhBi4, which exists in powder form.27 Fig S8a shows its
6-fold and 8-fold band crossings within .1eV of the Fermi level. SiO2 can also feasibly exist in SG 23028. Fig S8b
shows that it exhibits both types of new fermions, although well above the Fermi level.

Fig. S7e shows a 6-fold fermion in SG 212 in SrSi2, which is known to exist in single crystal form29, .7eV above the
Fermi level. Fig. S7f and S7g show its counterparts in SG 213, in Re2W3

30 and Li2Pt3B31, which both exist in powder
form. Similarly, in SG 206, Fig. S7h shows the 6-band crossing in KBiF6 at the P point, which is the counterpart of
that in SG 205 shown in the main text. KBiF6 is known to exist in powder form32.

8-fold fermions are required to exist in SG 130. In the main text, we showed two bismuth oxides in this space
group. Figs S9b and S9c show the band structures for the hypothetical compounds AuBi2O3 and AgBi2O3; the latter
is slightly magnetic, which explains small band splittings that are protected in the former. Both show the band
crossing at the A point about .1eV below the Fermi level and isolated from all other bands. Another example in this
space group is WO3

33, shown in Fig. S9a. This material exists in single crystal form.

8-fold fermions are also required to exist in SG 135. The main text showed PdS as an example. Figs S9d and
S9e show 8-band crossings in the related materials PdSe, which has been observed in single crystal form34 and PdTe,
which is predicted to be stable. In both cases, the band crossing is between .25eV and .5eV above the Fermi level.
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