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Abstract—This paper settles an open question with a positive Comparison of various TE schemes (new contributionailics).
answer: optimal traffic engineering (or optimal multi-commodity
flqw) can be realized u_sing just Iink-s@ate rout_ing protocos Commodity Tink-State Roufing
with hop-by-hop forwarding. Today’s typical versions of these Routing OSPF PEFT
protocols, OSPF and IS-IS, split traffic evenly over shortespaths Traffic Splitting | _ Arbitrary Even among shortest paths Exponential
based on link weights. However, optimizing the link weights gcz'rizl“t%’E Low H,\'l%h H\;g';
for OSPF/IS-IS to the offered traffic is a well-known NP-hard Cgmplexity Convex Convex
problem, and even the best setting of the weights can deviate| Class Optimization NP Hard Optimization

significantly from an optimal distribution of the traffic. In this
paper, we propose a new link-state routing protocol, PEFT, hat
splits traffic over multiple paths with an exponential penaty on ) . .
longer paths. Unlike its predecessor, DEFT [1], our new prascol ~ With Open Shortest Path First (OSPF) or Intermediate System
provably achievesoptimal traffic engineering while retaining the Intermediate System (IS-1S), the major variants of linktet
simplicity of hop-by-hop forwarding. The new protocol also leads protocols in use today, computing the right link weights is
to a significant reduction in the time needed to compute the I8 Np-hard and even the best setting of the weights can deviate

link weights. Both the protocol and the computational methals - . . .
are devgeloped in a pcon(:eptual framewofk, called Network significantly from optimal TE [2]. The following question

Entropy Maximization, which is used to identify the traffic ~emains open: can a link-state protocol with hop-by-hop for
distributions that are not only optimal but also realizable by warding achieve optimal TE? This paper shows that the answer

link-state routing. is in fact positive, by developing a new link-state protgcol
Penalizing Exponential Flow-spliTting (PEFT), provingath

it achieves optimal TE, and demonstrating that link weight
computation for PEFT is highly efficient in theory and in

I. INTRODUCTION practice. o
Designing a link-state routing protocol has three compo-In PEFT, packet forwarding is just the same as OSPF:

nents. First isweight computationthe network-management°csunation-based and hop-by-hop. The key difference is in
' 9 pu . gem trgffic splitting. OSPF splits traffievenlyamong the shortest
system computes a set of link weights through a periodic an

centralized optimization. The secondtraffic splitting each E)ar:[h:r ag?hslzlj szlalttr?strv?/iftnhc r?ilor?(gr zllljrﬁzﬂ;sf I?:Ii F\:Veer;a::fss
router uses the link weights to decide traffic splitting oati ger p €. P g g

) S S .~ .exponentially. While this is a difference in how link weight
among its outgoing links for every destination. The third iS . ; .
re used in the routers, it also enables a change in how

packet forwarding each router independently decides whicﬁl

o ) . _“link weights arecomputedby the operator. It turns out that
outgoing link to forward a packet based only on its destorati using link weiahts in the PEET wav enables optimal traffic
prefix, in order to realize the desired traffic splitting. The 9 9 y P

popularity of link-state protocols can be attributed totlease engineering. Using th_e Ab|Iene_ topology_ a_md ratffic trace_s,
O . \ ...~ we observe a 15% increase in the efficiency of capacity
of management; in particular, each router’s traffic-gplit

decision is made autonomously based only on the link Weigi%l'{ghzatlon by PEFT over OSPF. Furthermore, an exponential

. . i raffic-splitting penalty is theonly penalty that can lead to
r:::ozrt];ugg;: aZillf(taigcfirfvrvc;TditrTe g:é‘g?;l:] ganz]:g:rir:]ezths his optimality result. The corresponding best link weggfar
' ch pa 9 . PEFT can be efficiently computed: as efficiently as solving
by-hop fashion without end-to-end tunneling.

Such simplicity was thought to come at the expense afhnearly constrained concave maximization and much rfaste

T . . ; an the existing weight computation heuristics for OSPF.
optimality. In a procedure known as Traffic Engineering (TE Clearly. if the complexity of managing a routing protocol
network operators minimize a convex cost function of the Y | plexity 9ing uting p

. : . . were not a concern, other approaches could be used to achieve
link loads, by tuning the link weights used by the rOlJterSo'p'[imal TE. One possibility is multi-commodity-flow type of

A preliminary short version of this paper was presented uride same routing, where an optimal traffic distribution is realizegl b
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but these solutions do not enable routermttependentlgom- SUMMARY OF KEY NOTATION

pute the flow-splitting ratios from the link weights. Instiea

a central management system must compute and configtt@tion Meaning

the traffic-splitting ratios, and update them when the togpl |~ D(s,7) | Traffic demand from source to destinationt
changes, sacrificing the main benefit of running a distribute ¢, ,, Capacity of Tink (u, v)

link-state routing protocol in the first place. Clearly, rthés a Suw Flow on link (u, v)

tension between optimal but complex routing or forwarding Cu.. Necessary capacity of linku, v)

methods and the simple but to-date suboptimal link-state fu. | Flow on link (u, v) destined to node

; - - -
routing with hop-by-hop forwarding. Recent works [1], [7}— = Total incoming flow (destined t¢) at u

. . . . . . Wy ,v Weight assigned to linKu, v)
attempted to attain optimality and simplicity simultansigu Py Cower bound of all Tink weights
but in contrast to the current paper, neither proved opttynal— The shortest distance from nodeto nodet. 47 = 0
for TE nor developed sufficiently fast methods for computing 7,7 - Gap of shortest distance?, , 2 d, + wu.. — d,

link weights. A summary is provided in Table I. T'(h',,) | Traffic splitting function
There are several new ideas in this paper that enable a
proof of optimality and a much faster computation beyond,
for example, the theory and algorithm in our own earlier .
DEFT [1] work. One of these ideas is to develop the traﬁicﬁemsnloggc%’ésotg ?SS{; I;ﬂ';(?r’;%Cd?fnodgeggvgivgng%n
splitting and weight-computation methods from the congalt o ; ’ &1 .
framework of Network Entropy Maximization (NEM). As aenables guantitative comparisons between different mguti
. . by ' solutions in terms of the load on the links. Traffic enginegri
proof technique and intermediate step of protocol develop- . ) . ;
ment, we will construct a NEM optimization problem thapsually_con&ders a link-cost functioh(fu,v, cu,v) that is a
is solved neither by the operator nor by the routers, bmclzrgfs'er:(gagnlcet%rzﬁﬁ’z ) can be the link utilization
by us, the protocol developers. The optimality condition o Pi€, &{Juv, Cuv ; . .
NEM reveals the structure of hop-by-hop forwarding and i ”.’”./CV’”’ and the objective of traffic engineering can be to
later used to guide both the router's traffic splitting and thmlzg]ézr]%iﬁ?(g;;ﬁ ?éfrei’)’(;“”)c ) be a piecewise-linear
operator's weight computation. In short, it turns out that a pie, oy Y P

certain notion of entropy can identify precisely those mgati approximation of the M/M/1 delay formula [18], e.g.,

traffic distributions that can be realized by link-statetpomls. Furo Furo/Cuw < 1/3

The general principle of entropy maximization has been %‘j _,2{2/031”;:” %22;?2 Egﬁo
used to solve other networking problems, e.g., [8]-[11Fuwscun) =1 705" ~ 175730, 9/10 < foru/eny < 1
This is the first work connecting entropy with IP routing. 2885}'” —_1‘1123@/05; iilﬁ“ﬁ/fc“’“/cg 11/10
As we summarize later in Table V, our NEM framework for v o STy

routing is different from and has interesting parallelshwit and the objective is to minimiz®_ ., ,) @(fuv; Cu,0)-

the recent work relating TCP congestion control to Network More generally, we use®({f, ,,c.»})" to represent any

Utility Maximization (NUM) [12]-[15]. Our work is not on increasing and convex objective function. The optimalify o

solving the Multi-Commodity Flow problem approximatelytraffic engineering is with respect to this objective fuonti

with distributed methods, such as [16], [17]. At this point we can already observe that there is a “gap
The rest of the paper is organized as follows. Backgrouheétween the objective of TE and the mechanism of link-

on optimal traffic engineering is introduced in Sec. Il. Thetate routing. Optimality is defined directly in terms of the

theory of Network Entropy Maximization in Sec. Ill leads taraffic flows, whereas link-state protocols represent thiagpa

the routing protocol PEFT in Sec. IV and the associated linkdirectly in terms of link weights. Bridging this gap is one of

weight computation algorithm in Sec. V. Extensive numdric¢éhe challenges that have prevented researchers from auliev

experiments are then summarized in Sec. VI. The interestiagtimal traffic engineering using link-state routing thas. f

and general framework of Network Entropy Maximization

is further discussed in Sec. VII. We conclude with furthes. Optimal TE Via Multi-Commodity Flow

observations and extensions in Sec. VIII. In the Appendices Consider the following convex optimization problem: min-

we present more details about NEM and PEFT, as well as t'he|zing the TE cost function over flow conservation and link

key d|ﬁer§nce bet\/\./een. PEFT ar_1d its preqlecessor, DEFT. f(%pacity constraints:
key notation used in this paper is shown in Table II.

COMMODITY:
Il. BACKGROUND ONOPTIMAL TE min - S({fuv; Cuv}) (2a)
A. Definitions of Optimality st Y fiu— > fu.=D(st),Vs#t  (2b)
v:(s,v)€R u:(u,s)€E
Consider a wireline network as a directed grapk- (V,E), N .
whereV is the set of nodes (wher® = |V]), E is the set Juw = %fu,u < Cu,v, V(1,v) (20)
of links (whereE = |E|), and link (u,v) has capacity,, .. Vars. o, fuw > 0. (2d)

The offered traffic is represented by a traffic matfiXs, ¢)
for source-destination pairs indexed by t).



The above multi-commaodity probletrtan be readily solved proposed NEM framework developed in this section is used to
efficiently, where the flow destined to a single destination designthe protocol—the NEM problem itself isot solved by
treated as a commodity, anfj , is amount of flow on link the operator or routers—it is constructed as a proof tectaiq
(u,v) destined to node 2. and an intermediate step towards the results in Sections IV

The resulting solution, however, may not be realizabknd V.
through link-state routing and hop-by-hop forwarding.ded,
for a network withV nodes and® links, the multi-commodity-
flow solution may require up t&(N2E) tunnels, i.e., explicit A Necessary Capacity
routing (see Appendix E), making it difficult to scale. In Given the traffic matrix and the objective function, the so-
contrast, link-state routing is much simpler, requiringlyon lution to the COMMODITY problem (2) provides the optimal
O(E) parameters (i.e., one per link). distribution of traffic. We represent the resulting flow orclea

Furthermore, while it is true that, from the solution ofink (u,v) as thenecessary capacity,, = f.. (or ¢ as
the COMMODITY problem, a set of link weights can bea vector). The necessary capacity is a minirhaet of link
computed such that all the commodity flow will be forwardedapacities to realize optimal traffic engineering.
along the shortest paths [4], [5], the flow-splitting ratemsong  There could be numerous ways of traffic splitting that realiz
these shortest paths amet related to thdink weights forcing  optimal TE. If we replace link capacity,, , in COMMOD-
the operator to specify up tO(/NE) additional parameters ITY (2) with the necessary capaci®, , *, we are free to
(one parameter on each link for each destination) as the flowwpose another objective function to pick out a particular
splitting ratios for all the routers. optimal solution to the original problem. A key challengeée

Henceforth, we use the following phrases: optimal traffig to design a new objective function, purely for the purpofse
engineering, optimal multi-commodity flow (2) and optimaprotocol development, such that the resulting routing ok flo
distribution of traffic, interchangeably. We formally dedfithe can be realizedlistributively with link-state routing protocols
problem addressed in this paper. and hop-by-hop forwarding

Optimal Traffic Engineering with Link-State Routing:

In a networkG = (V,E) using a link-state routing protocol B- Network Entropy Maximization
with destination-based hop-by-hop forwarding, each noute penote P, + as the set of paths from to ¢ (repeated
is aware of the weight of each link. Based on thelink nodes are allowed), and. , as the probability (fraction) of
weights, each router independently computes the flow slitt forwarding a packet of demanﬂ(s t) to thei-th path ;).
ratios across its outgoing links. Is there a protocol way do ®bviously, S, i, = 1. If we require the probab|llt|es of
so, with efficient computation of the link weights, so as t@sing two paths to be same as long as they are of the same
achieve the the optlmal distribution of traffic as deflnedZ)P( |ength (See Append|x B for deta"s) to be realized with .hop
by-hop forwarding, the values of. .+ should satisfy (3) below

The rest of this paper shows that optimal traffic engmeerl%erew is the weight assigned to linku, v), K@) g

can, in fact, be achieved using on#y link weights. P
g only g the number of ime?; ; passes through linku, v) (Plt can

contain cycles) ang(- ) |s a known function for all the routers.

IIl. THEORETICAL FOUNDATION: NEM

In this section, we present the theory of realizing optimal
TE with link-state protocols. We first compute the minimal i g
s,t

> K;?”’wu,v)

(u,v)€E 5t

load that each link must carry to achieve optimal traffic LA )
distribution, then examine all the traffic splitting chaice 54 J )
subject to necessary (minimal) link capacities. It turng ou g 2 i, W
that the traffic splitting configuration that is realizabléttw

hop-by-hop forwarding can be picked out by maximizing sVe find that the set of values of , satisfying (3) maximizes
weighted sum of the entropies of traffic splitting vectorsa “network entropy” defined as follows. Consider the entropy
In addition, the corresponding link weights can be founflinction z(z!,) = —a? ,logx’, for source-destination pair

efficiently by solving the new optimization problem usin@th (5 1) The weighted sumy> (D(s,t) Sop 2(xl t)), is
gradient descent algorithm. It is important to realize thnest defined as the network entrsé)tpfy el T

we first remark that solving this COMMODITY problem is only an NOW we define the Network Entropy MaximizatioNEM)

intermediate step in the proof, the actual PEFT protocol ésti8n IV will  problem under the necessary capacity constraints as fallow
not be implementing a multicommodity flow based routing weéthd-to-end
tunneling. Another clarifying remark is that while we wilkter show that 3 N o o~~~
PEFT link weight computation is as easy as solving a conveimimation. But may not be the minimum capacig.is minimal if c” : ¢/ # eAc’ <
However, optimization is not this well-known COMMODITY gdotem. ¢ whereasc is the minimum ifVe’ : ¢ < ¢’.

2If the objective ®({fu,v,cu,v}) iS NOt a strictly increasing function of 4The link cost is still defined in terms of the original link agity, i.e., link
link flow £, (like minimizing the maximum link utilization), the optirha utilization or cost will not be changed due to the use of neass capacity.
solution of COMMODITY problem (2) may contain flow cycles. poevent 5The physical interpretation of entropy for IP routing ané iimiqueness
bandwidth waste, we can eliminate flow cycles in the optinsating with a  of choosing the entropy function to pick out the right flowtdsutions are
O(FElog N)-time algorithm for each commodity [19]. presented in Appendix C and B, respectively.

®3)

J
(u,v)€R i



NEM:

)\u,v(q + 1)
. ) +

max Z D(S, t) Z Z(Ils,t) (4a) = |:)\u,1/(q) - Ol(lI) (Eu,v - ZS tyi D(S t) (71; v)xs t(q)>:| (9)

ot "€ Ps e = Do (@) = @) Cuo — fun(@) T, V(u, v) €k

t > D(st K(u Val, <Gy ¥(u,v)  (4b) wherea(q) > 0 is the step sizer? ,(g) are solutions of the

5t TRAFFIC-DISTRIBUTION problem (8) for a givei(¢), and

Zx; . =1,Vs,t (4c)  fuw(q) is the total flow on link(u,v).

7 After the above dual decomposition, the following result

vars. 2%, > 0. (4d) can be proved with standard convergence analysis for gradie

algorithms [20]:
From the optimal solution of the COMMODITY problem, we Lemma 1: By solving the TRAFFIC-DISTRIBUTION
know the feasibility set of NEM is non-empty. For a concavgroblem for the NEM problem and the dual variable update
maximization over a non-empty, compact constraint setethg9), A(q) converge to the optimal dual solutiods” and the

exist globally optimal solutions to NEM. corresponding primal variables* are the globally optimal
primal solutions of (4).
Proof: See Appendix D. |

C. Solve NEM by Dual Decomposition

We will connect the characterization of optimal solutiong), gglve TRAFFIC-DISTRIBUTION Problem
:g ':Eggrfzﬁ;;r%éﬁggat}'swvggsv"t'&hZf} dbya?]%p tg’”&i:%”eg Note that, the TRAFFIC-DISTRIBUTION problem is also
eparable, i.e., the traffic splitting for each demand acitss

{2:23%;2 Iﬁre Ir;gx?lg:t dz(;rlngngleor: g} EE(I:\/I \én(\jN:\ Zrus aﬁ?ths is independent of the others since they are not coupled
gradient-based solution, ogether with link capacity constraint (4b). So we can sa@ve

Denote dual variables for constraints (4b)as, for link subproblem (10) below for each demafis, ) separately:

(u,v) (or X as a vector). We first write the Lagrangiate, \) DEMAND-DISTRIBUTION forD (s, t):
associated with the NEM problem ’

L(z, \) max D(s,t) .EXP: z(zg ) (10a)
= o (D) i, #at0) 5)
Z(u v)er Au U(Zs,t,i D(Svt)Kl(o/?j)xé,t — Cuw)- Z Auw (ZD s, ) K %v) ;t>
(u,v)€EE
The Lagrange dual function is ot szt _ (10b)
QA = max L(z, N),
1-x>0 (6)  We write the Lagrangian associated with the DEMAND-
s .4|| = 1. DISTRIBUTION subproblem in (11).

where0 and1 are the vectors whose elements are all zeros
. . i L ma ,ty Na t)
and ones respectively ane ; is the vector ofzy, ,. : _
The dual problem is formulated as ( Lier,. Z(I“"’t)) N “Zt()zz ey
Z(u,v)G]E Auw(D2; D(S:t)Kpgt T5t)

where, ; is the Lagrangian variable associated with (10b).
According to Karush-Kuhn-Tucker (KKT) conditiohf1],
To solve the dual problem, we first consider problem (63t the optimal solution of the DEMAND-DISTRIBUTION
The maximization of the Lagrangian overcan be solved as subproblem, we have
a TRAFFIC-DISTRIBUTION problem (8):

min = Q(A)
st. A=0. )

TRAFFIC-DISTRIBUTION: Z’(»”Ci*,t) = 2w Kl(jzf))\w - D“(:ft) =0. (12)
For the entropy functionz(z) = —zlog z, 2/(x) = —1 —
)\u vlu,v S 8
max Z Cuw + Z ( Z 2@ t)> (8a) log =, we have
(u,v)€EE 1€Ps ¢t
uw () NN
Z )‘uyu <Z D(S,t K( )xs t) (Ei*t — 0 (Z(u v) K >\u,u+ D(s,1) +1). (13)
(u,v)€R sty ’

in .= 1,Vs, 1. (8h) wherez?’ 115, are the values of the!, ,, i, respectively at

the optimal solution.

Then, the du?" problem (7) can b? 30|\{ed by using the gradientxkT is a necessary condition. But NEM must have a global oatim
descent algorithm as follows for iterations indexeddhy solution, thus we must have one setadf ,, % , for (13).
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Then for two paths, j from s to ¢, we have C/v
i (S KA . e
e s,
s,t — (14)

xi; (w0 Kl(;u))\u,v) '
€ o Fig. 1. Realize a PEFT flow using hop-by-hop forwarding
We pause to examine the engineering implications of (14). If
we use\, , as the weightv,, ,, for link (u,v), the probability
of using pathP;',t is inversely proportional to the exponentiabutgoing links with precalculated splitting ratios. Fotipave
value of its path length. It is important to observe at thi;ipo have the following
that, since (14) has no factor ¢f; ,, an intermediate router Proposition 1: The PEFT flow for a set of link weights can
can ignore the source of the packet when making forwardihe realized with hop-by-hop forwarding.
decisions. Equally importantly, from (9), in iteratian the Proof: For the traffic froms to ¢, assumepP; (s, u,t) is
procedure for updating link weights does not need the valug® set of all the paths (having flow fromto t) that share
of z!,(q). Instead, the procedure just needls.(q), the i, a sub-path (segment) fromto u, and P(u,t) is the set of
aggregated bandwidth usage. We will show how to calculast paths having flow from: to t. From PEFT (15), the traffic

fuw(q) efficiently in Sec. V-B. splitting ratio of the flows onP;(s,u,t) is equal to that of
Now, combining the optimality results in Sec. II-B andP(u,t). The equality holds for every set d¥(s,u,t) for a

Lemma 1 with the existence of (14), we have PEFT flow. Thus, the flow can be realized with hop-by-hop
Theorem 1: Optimal traffic engineering (i.e., the optimalforwarding. ]

multi-commodity flow) for a given traffic matrix can be real- As a link-state routing protocol, we need to define the traffic
ized with link weights using exponential flow splitting (14) splitting function for PEFT as follows.

IV. ANEW LINK-STATE ROUTING PROTOCOL: PEFT B. Review: Traffic Splitting Function

In this section, we translate the theoretical results in 88 The notation of traffic-splitting (allocation) function wa

into a new link-state routing protocol run by routers. Eacfwtroduced in [1] to succinctly describe link-state rougtin
router makes amdependendecision on how to forward traffic protocols. In a directed graph, each unidirectional ljnkuv)

to a destination (i.e., flow-splitting ratios) among its@eihg has a single, configurable weight, ,. Based on a complete
links, usingonly the link weights. We first present PEFTyiew of the topology and link weights, a router can compute
from (14), and summarize the notation of the traffic-spldti the shortest distanag, from any nodeu to nodet; d’, +w,_,,
function [1] for calculating flow-splitting ratios. Then véfiow represents the distance from to ¢ when routed through
an efficient way to calculate the traffic—splitting functidor neighboring nodey. Shortest distance gap,};v, is defined
the flow with PEFT routing, which can be approximated tgs 4 + w,, — d', which is always greatef than or equal
further simplify the computation of traffic splitting raion to 0. Then, (u,v) lies on a shortest path to if and only

practice. if n!, = 0. Traffic-splitting function (%! ,)) indicates
the relative amount of traffic destined tothat nodew will
A. PEFT forward via outgoing link(u,v) 7. Let f. denote the total

incoming flow (destined to) at nodeu (including the passing-

rough flow and self-originated flow). The total outgoingiflo
of traffic (destined tot) traversing link (u,v), fi ,, can be
computed as follows:

Based on (14), we propose a new link-state routing protoc
called Penalizing Exponential Flow-spliTtind?EFT). The
fraction of the traffic (fromw to t) distributed across the
i-th path (or probability of forwarding a packet)? ,, is

w,t

inversely proportional to the exponential value of its path r(nt )
lengthpi, 2 3° KO0y, L= (17)
wt (u!w)€E 0Py ’ 2w yee (e ;)
: i e Pt Consistent with hop-by-hop forwarding, splits the traffic
PEFT: o = > e Phi (15) over the outgoing links without regard to the source node or
y :

the incoming link where the traffic arrived.
Theorem 1 in Sec. Ill shows PEFT can achieve optimal TE. A

PEFT flow can be realized with hop-by-hop forwarding. FO{:' Exact Traffic Splitting Function for PEFT

the sample network in Fig. 1, for the two paths frento ¢, . o )
s—u—a—tands — u— b— t, and two paths from The traffic splitting function for PEFT can be calculated by

to ¢, the flows on them for PEFT (15) satisfy (16). each node autonomously and in polynomial time. From the

"For example, the traffic-splitting function for even-siiriy across shortest
aths (e.g., OSPF) is
fsmsu—a—t @ fssumbost = fuma—st @ fumbost (16) P (.9 )
_ c oy [ 1 iR, =0,
Therefore, routeru can treat the packets from different Fo(huv) _{ 0 if nl,>0.
sources (e.g.s or u) equally by forwarding them among the



definition of PEFT (15), more traffic should be sent along anpp(h!, ) can approximatd px (hi, ,,) and further simplify
outgoing link used by more paths and the paths should tiee computation of(%, and traffic splitting as discussed below
treated differently based on their path lengths. To comthge and utilized in Sec. V-C.

traffic splitting on each outgoing link, we first define a psit ~ We consider each destinatianindependently. After tem-
real numberY!, possibly interpretable as the “equivalenporarily removing link (u,v) whered!, < d! since there is
number” of shortest paths from nodeto destinationt, and no flow on it, we get an acyclic network and do topolog-

let Tt £ 1. ical sorting on the remaining network. Proceeding through
For a PEFT flow, we have the nodesu in increasing topological order (starting with
P destinationt), we compute the value ¢f? using (18b). For
T, = Z e (i) (182) each destination, topology sorting requi@$N + E) time,
1€ P and summarizing thér!, across the outgoing links requires
: . O(N + E) time. Thus, the total time complexity to calculate
= 3 [ Y e whrvanmdindirdl) YL is O(N? + N(N + E)) = O(N?).
(u,v)EE \JFEPu,¢ In general,"Downward PEFT” does not provably achieve
optimal TE, in contrast to PEFT, although it comes extremely
— Z e (ditwu o—d},) Z o~ (Pl —d) close to optimal TE in practice, with the associated linkgiei
(u,0)€E JEPy. computation even faster than that for PEFT. In the case where
Cht ot the lower bound of all link weightsw...», is large enough,
= ( Z) (e “’“Tv) (18b)  the downward PEFT is same as PEET
u,v)ER

The recursive relationship represented in (1%8t3n be used E. Discussion
in the following Way:e’hiwv“rfj is an “equivalent number” of
shortest paths from to ¢ for those paths passing through Iinlﬁ)r
(u,v) and the router should distribute the traffic framon
link (u,v) in proportion tOe*hfwTEJ. Then we have an exact
traffic splitting function® for PEFT at link (u, v):

In the control plane, PEFT does not change the routing-
otocol messages that are sent between the routers, (an
important consideration for practical use), but does chahg
computation done locally on each router based on the weights
In the data plane, routers today implement hash-based
Tpx(ht ) =Tt o—hl (19) splitting over multiple outgoing links, typically with arven (1
wy Y out of n) splitting ratio. PEFT requires flexible splitting over
To enable hop-by-hop forwarding, each router needs to imultiple outgoing links, thus we need to store the splitting
dependently calculatépx (h!, ,) for all node pairs. Then eachpercentages — whereas fofn spitting, the splitting ratio is
router first computes the all-pairs shortest paths, usigg, the implicitly even. It requires a little extra storage and pssing,
Floyd-Warshall algorithm with time complexit9(N?3) [22], not enough to become a new bottleneck, when packets arrive
and calculates the values of"«.v. Then for each destinationto direct packets to the appropriate outgoing links.
t, to compute the values df!, each router needs to solvé An optimal distribution of traffic distribution could have
linear equations (18b), which requires/) time [22]. Thus flow cycles if the objective®({f. ., cu,}) is not a strictly
the total complexity is Qf4). increasing function of link flowf, ,. Both cyclic or acyclic
optimal traffic distributions can be realized with Exact HEF
i - . . For a cyclic optimal traffic distribution, Exact PEFT may
D. A "Detour: Traffic Splitting Function for “Downward result in cycles in link-state routing. For an acyclic opdim
PEFT traffic distribution (or with flow cycles removed as in [19]),
To prevent cycles in link-state routing, packets are ugualihe flow on the cyclic paths in Exact PEFT solution should
forwarded along a “downward path” where the next hop ise sufficiently close to 0. Downward PEFT is a faster but
closer to destination. This inspires the followilpwnward approximate solution to realize an acyclic optimal traffic
PEFT, whose traffic splitting function i$'pp(h, ,) 1 distribution.

Tie Moo if @t > dt
N ht — v u aCH 20 g
pp (M) { 0 othermise. (20) V. LINK WEIGHT COMPUTATION FORPEFT

The previous section described how routers split traffic
8Allowing for paths with ce/cles is required for the recursiderivation of under PEFT. A new way to use link weights also means
(I gt
(18b) (i.e. fromy> . p , e 7o ) o ). Consider a simple example the netw_ork operator needs a new way to compute, centrally
with two unidirectional links betweem and v (i.e. (u,v) and (v,u)) and and off-line, the optimal link weights. It turns out that the
P, and Py, are the sets of the paths tdrom u andv respectively. Then NP-hard problem of link weight computation in OSPF can
the concatenation of linku, v) and Py which may create paths with cycle,
is a subset of; . Slmllquy, the conca.tenatlor? of linkv, w) and Py, , is a ~ 11For link (u,v), if the shortest distance to of u, d!, < dt, then
subset of?; ;. However, if optimal TE is acyclic, only cycle-free pathsliwi pt = ¢t + w, , — d!, > wu. andTpx (ki ) < Tie ®u.v, and
be used because longer paths are exponentially penalized. N the flow destined tot on (u,v) is close to O ifws,.. is large enough,
9P_ in the subscript emphasizes that the calculation of traffiitting e.g.,e=1° ~ 0.005%. Therefore, most flow in PEFT always makes forward
considers the paths towards destination, and X means tlenesa. progress towards the destination, i.e., from routewith larger d!, to router
10D in the subscript emphasizes “downward”. v with smallerdy,.



be turned into a convex optimization when link weights are In terms of computational complexity, we know that
used by PEFT. To do that, we will convert the iteratv€ OMMODITY can be solved efficiently. The complexity of
method of solving the NEM problem in Sec. Il into a simpleAlgorithm 2 isO(FE). The remaining question is how to solve
and efficient algorithm. We first present an algorithm thahe subproblem TraffiDistribution@) efficiently.

iteratively chooses a tentative set of link weights and uaigs

the _corres_,p_onding traffic distribution by simulating theFHE B. Compute Traffic Distribution with PEFT

traffic splitting run by the routers. From Theorem 1, the o _
algorithm is guaranteed to converge to a set of link Weights,TO compute the traffic distribution for PEFT,_We should first
which realizes optimal TE with PEFT. To further speed up tHgPmpute the shotrtest paths between each pair of nodes and all
calculation, the traffic distribution with PEFT for eachrition € valued'px (i, , ) as in Sec. IV-C. Computing the resulting
can beapproximatedwith downward PEFT. The simulation distribution of traffic is complicated by the fact thi. ()

in Sec. VI shows that such an approximation is very close 82 direct traffic “backwards” to a node that is further away

optimal and provides substantial speedup in practice. from the _destm_atlon. To capture_these_ effects_, rec_al_lsz_is
the total incoming flow at node (including traffic originating

at v as well as any traffic arriving from other nodes) that
A. Algorithm Framework for Optimizing Link Weights is destined to node. In particular, the trafficD(s,t) that
enters the network at nodeand leaves at nodesatisfies the

. _ . following linear equation:
1) Computing the optimal traffic distribution (necessary

The iterative algorithm consists of two main parts:

capacities) for a given traffic matrix by solving the , . px(h ) B

COMMODITY problem (2). LD DR S Toxity ) ~ P @l
2) Computing the link weights that would achieve the @i(2,8)eE " '

optimal traffic distribution. That is, the trafficD(s,t) entering the network at node

The second step uses the optimal traffic distribution foufBatches the total incoming floyi{ at nodes (destined to
in the first step as input, and need not consider the objectf¥@det), excluding the traffic entering from other nodes. The
function @({ fu.v, cu})) any further. Starting with an initial transit flqw is captured_as a sum over all incoming links from
setting of link weights, the algorithm (see Algorithm 1)y'€ighboring nodes, which split their incoming trafficf;, over
repeatedly updates the link weights until the load on eath |itheir links based on the traffic-splitting function. .
is the same as the necessary capacity. Each setting of the linThe \V linear equations (21) for eachtypically require
weights corresponds to a particular way of splitting théfiza O(V?) time [22] to solve. Thus the total complexity is ®).
over a set of paths. Théraffic_Distribution procedure com-
putes the resulting link loads, ., based on the traffic matrix. C. Approximate Traffic Distribution with “Downward PEFT”
Then, theLink_Weight Update procedure (see Algorithm 2)
increases the weight of each lirfk, v) linearly if the traffic
exceeds the necessary capacity, or decreases it othemise.
parameteky is a positive step size, which can be constant
dynamlcally adjusted; we f|no_l that settl_lagt(i the reciprocal addition, the accurate solution for each intermediataiten is
of th_e maximum necessary !'nk Capac%‘m) performs necessary in practice, we can approximate PEFI(-))
well in prqctlce. Alg_orlthm lis gugranteed to converge t® ﬂ\/vith Downward PEFT ('pp(-)) to forward traffic only on
global optimal solution as stated in Lemma 1. “downward” paths, the traffic distribution for each intertie
ate iteration can be computed using a combinatorial alyorit

If optimal traffic distribution is cycle free, we can further
reduce the computational overhead in link weight compaoitati
Note that, if the optimal traffic distribution is acyclic, ihe last
®Feration in Algorithm 1, the flow cycle will be negligiblenl

1: Compute necessary capacitiédy solving (2) which is significantly faster than solving linear equati¢@s).
2: w < Any set of link weights As in Sec. V-B, we first compute the shortest paths between
3: f « Traffic_Distribution(w) all pairs of nodes, as well as the values Bpp(ht ,),
4: while f # ¢ do as shown in the first step of Algorithm 3. The following
5w < Link_Weight Update(f) procedure is very similar to but subtly different from that f
6:  f « Traffic_Distribution(w) calculatingT' pp (!, ). We consider each destinatiarinde-
7: end while pendently, since the flow to each destination can be computed
8: Returnw /*final link weights*/ without regard to the other destinations. After tempoyaril
Algorithm 1: Optimize Over Link Weights removing link (u,v) whered!, < d! since there is no flow
on it, we get an acyclic network and do topological sorting
on the remaining network. The computation starts at the node
1+ for each link (u, v) do without any incoming link in the a(;yclic networ.k,_ since this
2 Wy Wy — O (Fuw — fun) node would never carry any traffic to that_ ongmates_ at
3 end for ’ ’ ' other n_odes. Proceeding through the _nodels! decreasing
4: Return new link weightao topologlcal order, we compute the total incoming flow _at node
s (destined tat) as the sum of the flow originating at(i.e.,

Algorithm 2: Link-Weight Update(f) D(s, t)) and the flow arriving from neighboring nodegf? ,).



1: For link weightsw, construct all-pairs shortest paths ang\. Simulation Environment
computel'pp(RE, ) . - .
» h desti u,v d We consider two network objective functions
2: orTeac es_ltlnatlont ci. heredt < dt (P({ fuws cuw})): maximum link utilization, and total
3 Demporallrl)_/relmovt_a 'nl(“’ﬁ) whered, = d, . | ik cost (1) (as used in operator's TE formulation). For
4: fo top(;]oglca sorting on the rdemamln_g netwolr : Ibenchmarking, the optimal values of both objectives are
s: for each sources # ¢ in the decreasing topologica computed by solving linear program (2) with CPLEX 9.1 [23]
orderdo ia AMPL [24
L e D)+ Y ft e 24,
& fs L rh:gr-,s>€1E ;s To compare with OSPF, we use the state-of-the-art local-
: ! eftL“)t search method in [2]. We adopt TOTEM 1.1 [25], which
5 5 Ypee l'Pp(hy ;) S .
8. end for follows the same approach as [2], and has similar quality of
9: end for the results®®. We use the same parameter setting for local
100 fuw < ey ft, search as in [2], [18] where the link weights are restricted
11: Return f /*set of Fun*l as integers from 1 to 20 since a larger weight range would
- . — _ slow down the searching [18], initial link weights are chose
Algorithm 3: Traffic_Distribution@) with T pp(-) randomly, and the best result is collected after 5000 itzmat

Note that, here we do not evaluate and compare some previ-

Then, we use the total incoming flow ato compute the flow ©US WOrks using non-even splitting over shortest path§,

of traffic towardt on each of its outgoing linkés, v), using since these solutions do not enable routersnttependently
the traffic-splitting functiorlpp (-). compute the flow-splitting ratios from link weights.

In Algorithm 3, computing the all-pairs shortest paths To determine link weights under PEFT, we run Algorithm 1

with the Floyd-Warshall algorithm has time complexit;}"’ith up to 5000 iterations of computing the traffic distrilount

O(N?) [22]. For each destination, topology sorting require@nd updating link weights. Abusing terminology a little tims
O(N + E) time, and summarizing the incoming flow andeection we use the term PEFT to denote the traffic engineering

splitting across the outgoing links requiré§ N + E) time. with Algorithm 1 (including two sub-Algorithms 2 and 3).

Thus, the total time complexity to run Algorithm 3 in each e run the simulation for a real backbone network and
iteration of Algorithm 1 isSO(N® + N(N + E)) = O(N?). several synthetic networks. The properties of the networks

Finally, the total running time for Algorithm 1 depends orf/Sed are summarized in Table IV, which will be presented
the time required to solve (2) and the total number of iterati 1N Subsection VI-E. First is the Abilene network (Fig. 2) [26

required for Algorithms 2 and 3. Interesting, although thigo Which has 11 nodes and 28 directional links with 10Gbps
inal NEM problem involves an infinite number of variables¢aPacity. The traffic demands are extracted from the sampled
the complexity of Algorithm 1 is still comparable to solviag Netflow data on Nov. 15th, 2005. To simulate networks with

convex optimization with polynomial number of variableigl different congestion levels, we create different test sasg
the COMMODITY problem (2)) using the gradient descerHr?'form'y decreasing the Ilqk capgcny until the maximailkli
algorithm, since we do not need to solve NEM directly Utilization reaches 100% with optimal TE.
However, in the terminology of complexity theory, link waig
computation for PEFT is not yet proved to be polynomial-
time, although in the special case of single destinationcare
compute PEFT in polynomial-time as shown in Proposition 2.
Proposition 2: Downward PEFT can achieve acyclic opti-
mal traffic engineering with single destination in polynami
time.
See Appendix F for proof.

VI. PERFORMANCEEVALUATION

How well can the new routing protocol PEFT perform angiy > apilene Network
how fast can the new link weight computation be? PEFT has
been already proven to achieve optimal TE in Sec. Ill, with We also test the algorithms on the same topologies and
a complexity of link weight computation similar to that oftraffic matrices as those in [2]. The 2-level hierarchical- ne
solving convex optimization (with a polynomial number ofyorks were generated using GT-ITM, which consists of two
variables). In this section, we numerically demonstrage s kinds of links: local access links with 200-unit capacitydan
approximate version, Downward PEFT, can make convergengfg distance link with 1000-unit capacity. In the random
very fast in practice while coming extremely close to Tkopologies, the probability of having a link between two esd
optimality. is a constant parameter and all link capacities are 1008.unit
12\We do not need to write down the NEM problem explicitly or dbtthe In these test cases, for each network, traffic demands are

optimal value for each variable. Instead, we just searchFatual variables Uniformly increased to simulate different congestion lsve
(link weights) which can enable optimal solution of NEM plei. Each step

in the proposed gradient descent algorithm has polynorime tomplexity 3proprietary enhancements can bring in factors of improvenieit as we
in terms of the number of nodes and edges. will see, PEFT’s advantage on computational speed is ofersagnitude.



B. Minimization of Maximum Link Utilization

Since we create different levels of congestion for the same

network by uniformly decreasing link capacities or uniféym

increasing traffic demands, we just need to compute th¢€=
Maximum Link Utilization (MLU) for one test case in each
network because MLU is proportional to the ratio of total
demand over total capacity. In addition to MLU, we are

particularly interested in the metric “efficiency of capsci

utilization”, n, which is defined as the following ratio: the
percentage of the traffic demand satisfied when the MLU

—A—OSPF
a0 —0—PEFT

200

150

100

50

0

700

@
g
8

80

Optimality Gap (%)
Optimality Gap (%)

Optimality Gap

reaches 100% under a traffic engineering scheme over that | Network Loading

optimal traffic engineering. The improvementsjnis referred
to as the “Internet capacity increase” in [2].

Network Loading Network Loading

(a) Abilene Network (b) Rand100 Network (c) Hier50b Network

For any test case of a network, if MLU of optimal TE, T osee

OSPF, and PEFT arg o and¢p respectively, themo = o ” ]

5%, andnp = g% Thus PEFT can increase Internet capacity * © 1 ‘

over OSPF bynp — no. Table Il shows the maximum link <™ g” ‘ 1 s ‘

utilizations of optimal traffic engineering, PEFT, and Lbca g ‘ g” ] g

Search OSPF for the test case with the lightest loading df eacz © £ ' 1g=

network. Fig. 3 illustrates the efficiency of capacity atiion £ © £« 15

of the three schemes. They show that PEFT is very close {° = ° 1°7 ‘

optimal traffic engineering in minimizing MLU, and increase = * ® 1 =

Internet capacity over OSPF % for Abilene network and o b ]

24% for hier50b network, respectively. 9 8= oo om o0 fm 90O %m o OO o
Network Loading Network Loading Network Loading

TABLE Il
Maximum link utilization of optimal traffic engineering, P& and Local
Search OSPF for light-loading networks

Net. ID Optimal TE | PEFT | OSPF

abilene 33.9% 33.9% | 39.8%
hier50a 56.4% 56.5% | 58.6%
hier50b 44.7% 45.0% | 59.2%
rand50 60.6% 60.6% | 60.6%

rand50a 60.8% 60.8% | 64.7%
rand100 55.0% 55.0% | 71.5%

Il Optimal TE
[ IPEFT
[_JospPF

0.8F

061

0.4r

Efficiency of Capacity Utilization

0.2r

abilene  hier50a _ hier50b  rand50  rand50a  rand100
Network

Fig. 3. Efficiency of capacity utilization of optimal traffengineering, PEFT
and local Search OSPF

C. Minimization of Total Link Cost

(d) Hier50a Network (e) Rand50 Network (f) Rand50a Network

Fig. 4. Comparison of PEFT and Local Search OSPF in terms tirhafity
gap on minimizing total link cost

various traffic matrices are shown in Fig. 4, where the networ
loading is the ratio of total demand over total capacity.nfro
the results, we observe that the gap between OSPF and optimal
traffic engineering can be very significant (up to 821%) fa th
most congested case of Abilene network. In contrast, PEFT
can achieve almost the same performance as the optimat traffi
engineering in terms of total link cost. Note that, withiose
figures, the maximum optimality gap of PEFT is only up to
8.8% in Fig. 4(b), which can be further reduced to 1.5% with
a larger step-size and more iterations (which is feasiblinas
algorithm runs very quickly to be shown in Sec. VI-E).

D. Convergence Behavior

Fig. 5 shows the optimality gap in terms of total cost
achieved by PEFT, using different step-sizes, within th&t fir
5000 iterations for Abilene network with the least link capa
ties. It provides convergence behavior typically observda
legends show the ratio of the step-size over the defaulhgett
It demonstrates that the algorithms developed in Sec. V for
the PEFT protocol converges very fast even with the default
setting, and reduces the gap to 5% after 100 iterations and
1% after 3000 iterations. In addition, increasing steg-siz
little will speed up the convergency, and as expected, too

We also employ the cost function (1) as in [2]. Théarge a step-size (e.g., 2.5 in the above example) wouldecaus
comparison is based on the optimality gap, in terms of tluscillation. Notice that there is a wide range of step-sthas

total link cost, compared against the value achieved byrggiti
traffic engineering. Typical results for different topoieg with

can make convergence very fast. An even faster solution with
Newton’s method can be found in [27].
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10° ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ TABLE IV

—s Average running time per iteration required by PEFT andllsearch OSPF
- —_—2 ] to attain the performance in Fig. 4
---1
T —03 Time per lteration (second
RS ] Net. ID | Topol Node # | Link # | '
o et opology | Node in PEFT OSPF
= abilene | Backbone 11 28 0.002 6.0~13.9
10 hier50a 2-level 50 148 0.006 6.0~13.9
g hier50b 2-level 50 212 0.007 6.4~17.4
'T;s rand50 Random 50 228 0.007 3.2~9.0
E rand50a | Random 50 245 0.007 6.1~14.1
o rand100 | Random 100 403 0.042 39.5~105.1
1040 560 10‘00 15‘00 2(;00 25‘00 3(;00 35‘00 4(;00 45‘00 5000 - - - - H
Iteration As explained in Sec. Ill, NEM is developed in this paper

as a unifying mathematical model that enables the discovery
and development of new link-state routing protocol, PEFT.
Although NEM is solved by neither routers nor operators, its
E. Running Time Requirement solution leads to both the development of PEFT traffic spijtt

Besides the convergence behavior, the actual running tir%réd link weight computation algorithms. More discussions o

is also an important evaluation criteria. The tests for PEIJjFe intuitions behind NEM can be fgund in Appendix C,

and local search OSPF were performed under the time-sharin%n the cher hand_, TCP _congestlon control .protocols have
servers of Redhat Enterprise Linux 4 with Intel Pentium I\?Je n StUd'ed_ e_xterllswely since 1998 as solutions tq another
processors at 2:83.2 Ghz. Note that the running time for amily of qptlmlzan_n models caII(_ed NUM' The notion of
local search OSPF is sensitive to the traffic matrix Sin&gtwork ut|I|t_y was first advo_c ated in [28] in 1995 for band-

a near-optimal solution can be reached very fast for lig idth allocation among elastic demands swurce ratesThe

traffic matrices. Therefore, we show the range of their ayera UM ?robleml(222) ]\-/éas grst ipdtroduced for T.CP.congestion
running times per iteration for qualitative reference. C‘?””O (e..g., [. 1H15)). onsider a commqmcaﬂon newvo
with L logical links, each with a fixed capacity of bps, and

Fig. 5. Evolution of optimality gap of PEFT with differentegt sizes

10° ‘ ‘ ‘ ‘ S sources (i.e., end users), each transmitting at a souree rat
of x, bps. Each source emits one flow, using a fixed set

10 ] L(s) of links in its path, and has an increasing (and often
% concave) functiorlU,(z,) called utility function. Each link
10| ] is shared by a sef () of sources. NUM, in its basic version,
g copos is the following problem of maximizing the network utility
E ] > s Us(xs), over the source rates, subject to linear flow
.(% I FOF}StraIUtSZSes%l) T < ¢ for all links [ (Note that routing

ol is fixed in NUM formulation):

107 ‘ ‘ ‘ ‘ maximize > U,(xs)

0 100 200 300 400 500 .
Iteration subject to Zses(l) xs < ¢, Vi, (22)

variables x > 0.
Fig. 6. Comparison of the drop in optimality gap between Ld8earch -

OSPF and PEFT in a 2-level topology with 50 nodes and 212 links . . .
There is a useful economics interpretation of the dual-dbase

Fig. 6 shows the optimality gap (on a log scale) achieved I§stributed algorithm for NUM, in which the Lagrange dual
local search OSPF and PEFT, within the first 500 iterations fgariables can be interpreted as shadow prices for resource
a typical scenario (Fig. 4(c)). It demonstrates that Algori 1 allocation, and end users and the network maximize their
for PEFT converges much faster than local search for OSPR! utilities and net revenue, respectively. Many reverse-
Table IV shows the average running time per iteration f@ngineering of existing TCP variants and forward-engiimeer
different networks. We observe that our algorithm is vest,fa of new congestion control protocols have been developeu wit
requiring at most 2 minutes even for the largest networkh(withe NUM model as a starting point.

100 nodes) tested, while the OSPF local search needs tenshe NEM problem proposed in this paperrist a special
of hours on the same computer. On average, the algoritiease of NUM, since entropy is not an increasing function, and
developed in this paper to find link weights for PEFT routinghe design freedom in NEM is routing rather than rate control
is 2000 times faster than local search algorithms for OSPRstead, there is a useful and interestpayallel between the
routing. framework of NEM proposed this paper, for link-state rogtin
protocols in IP layer, and that of NUM matured over the last
VII. NEM: A FRAMEWORK FORLINK-STATE ROUTING  decade, for end-to-end congestion control protocols in TCP

In this section, we highlight the conceptual framework dayer. The comparison between the two frameworks is shown
NEM and the differences between NEM and Network Utilityn Table V, where results from this paper are highlighted in
Maximization (NUM). italics.
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TABLE V
NUM for TCP and NEM for IP: Main Differences

Property Congestion Control (TCP) Traffic Engineering (IP)
Traffic type Elastic Inelastic
Flow distribution Fixed Variable
Participants End user and router Operator and router
Timescale Seconds Hours
Optimization Model | Network Utility Maximization | Network Entropy Maximization
Lagrange multipliers| Congestion price Link weight
Reverse engineering Tahoe, Reno, Vegas, etc. Even splitting in OSPF
Forward engineering FAST TCP, etc. PEFT
VIIl. CONCLUDING REMARKS realizable with link-state routing. Appendix C introducas

Commodity-flow-based routing protocols are optimal fophysical interpretation of entropy for IP routing. Appexnd
any convex objective in Internet TE but introduce mucRroves Lemma 1 on the convergence of solving the NEM
configuration complexity. Link-state routing is simple fpuior Problem with the gradient descent algorithm. Appendix E
work suggests it does not achieve optimal TE. This papgtroduces how to realize the multl-commodlty-flow solutio
proves that optimal traffic engineering, in facanbe achieved With up to O(N?E) tunnels, which also can be used as an
by link-state routing with hop-by-hop forwarding, and thdhitialization for the NEM problem (4). Appendix F proves
right link weights can be computed efficiently, as long asProposition 2 and shows a polynomial-time algorithm of
flow splitting on non-shortest paths is allowed but prope@ettmg optimal link weights for PEFT in a single-destipati
penalized. In Appendices, we also show uniqueness of thgWork.
exponential penalty in achieving optimal TE, and discuss
interpretations of NEM from the viewpoints of statisticalA. Differences between PEFT and DEFT

physics and combinatorics. _ o Here we explain several points of potential confusion be-
Before concluding this paper, we would like to highlightyeen PEFT in this paper and DEFT in [1]. Link-state routing
that optimization is used in three different ways in this @@p protocols can be categorized as link-based and path-based
First and obviously, it is used when developing algorithms § terms of flow splitting. Their difference is illustrated i
solve the link weight computation problem for PEFT. Fig. 7, with a network that only has traffic demand from
In a more interesting way, the level of difficulty of opti-i5 + Assume the weights of the links are shown in Fig. 7(a).
mizing link weights for OSPF is used as a hint that perhagsyyiously, the shortest distance fromto ¢ is 2 units and
we need to revisit the standard assumption on how lidoih nodest and u are on the shortest paths fromto t.
weights should be used. In this approach of “Design F@4 5 |ink-based splitting scheme (e.g. OSPF, Fong [7] and
Optimizability”, sometimes a restrictive assumption irethpgpt [1]), nodes evenly splits traffic across itsvo outgoing
protocol can be perturbed at low “cost” and yet turn a vely,ks (s,t) and (s,u) as shown in Fig. 7(b). Whereas in a
hard network-management problem into an efficiently sdbabyath-hased splitting scheme, e.g. PEFT, therettaee equal-
one. In this case, better (and indeed the best) TE and fasig{gth paths fronis, t) ands evenly splits traffic across them
weight computation are simultaneously achieved. _as shown in Fig. 7(c). Note that, the path-based model does
In yet another way, optimization in the form of NEM ist imply explicit routing to set up tunnels for all the pdssi
introduced as a conceptual framework to develop routing presths. Instead, each node just needs to compute and stores
tocols. Thg NEM f_ramework f_or dl_str|bu_ted routing also leadine aggregated flow-splitting ratio across its outgoinddin
to several interesting future directions, including estens to |ike 66% on link (s, u) for the sample network in Fig 7(c).

robust TE and to the interactions between congestion dontig,erefore path-based splitting schemes can still be zexhli
at sources with link-state routing in the network. with hop-by-hop forwarding.

(S)
50%
50% & 33%
25%
1
®©

(a) Link Weights (b) Link-based Splitting (c) Path-based Splitting
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APPENDICES , ) ) - . .
. ) Fig. 7. Difference in traffic splittings for link-based andtp-based link-state
In the Appendices, we present more details about NEM amguting protocol

PEFT. Appendix A explains the differences between PEFT
and DEFT [1]. Appendix B shows the uniqueness of choosingThe key differences between PEFT and DEFT are summa-
the entropy function to pick out the right flow distributiongized as follows:
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1) DEFT is a link-based flow splitting while PEFT is a From (26),4% = 4, thus
path-based flow splitting.

2) The core algorithms for setting link weights are com- f/(P/ 9(q) f/(P 9'(q) (30)
pletely different. [1] introduces a non-convex non- = ’; 5)) = ;;(;)_

smooth optimization for DEFT and a two-stage iterative £ _ 7@ _
solution method, while the theory for PEFT is Network Since “F(» IS @ function ofp and ‘¢ is a function ofg,
Entropy Maximization. The two-stage method for DEFthus

is much slowetthan the algorithms developed for PEFT () '(9)
in this paper. p)_ 99 _ ¢ (31)
3) [1] numericallyshows DEFT can realizeear optimal fo) )

9(q
TE in terms of a particular objective (total link cost), whereC' < 0 since f/(p) < 0 assuming we send more
while this papemrovesthat PEFT can realizeptimal traffic on a shorter path.

TE with any convex objective function. Therefore, f(p) = Ae®? and g(q) = Be“, = =
ABeC(p+q) Thenz( ) o wloﬁéAB +C _ Ilocgz_log(cz?B){C_’_
B. Uniqueness of Exponential Penalty (. Consider the objective function (4a) and constraint (4c)

Can optimal traffic engineering be achieved by other penafff NEM problem, and ignore the exact values of the constant

function on longer paths? In this subsection, we demora=str§t)‘["rameters;11 B,C andCy. Itis now clear that we can choose

that exponential penalty is the only way of realizing opﬂlmaZEh) T xiogfx as theltgbje_ctlveﬂ funct;lan,] and tt)here IIS r:jo
traffic distribution with path-based link-state routing. er format ofz(z) resulting in a flow which can be realize

As in (12), we use\,, as weight for link (u,v), denote by link-state routing.
p2 Kg‘;”)/\u » as the length of thé-th path, deflneTt) as

: C. Entropy Maximization and Most Likely Flow Configuration
q, and smpln‘yxs,t asz, then we have

There are several intriguing relationships between the

N framework of Network Entropy Maximization for link-state
Z(z)—p—q=0, (23) : - .
routing and statistical physics. We speculate about some of
then the thought-provoking connections in this appendix.
z(z) = (p+ @)z + C1, (24) In classical statistical mechanics, many microscopic be-

haviors aggregate into macroscopic states, and an isolated

where(; is a constant, and . . s
thermodynamic system will eventually reach an equilibrium

_2@)—C1 oy 25y Mmacroscopic state that is the most likely one. Interestingl
p+qg= = (). (25) e . A :
entropy maximization for traffic engineering can be motaht
Assumey(x) is reversible, then we have by an argument of most likely flow configuration, as shown
o 26 below.
=y (p+q) (26) " Consider a network with only one source-destination pair

We also denote: = o(p,q). Note that, for path-based link- (s,?) and P> un-capacitated paths between them. If thereZare
state routing, for two paths of the same demdn, ¢), the Packets to be transmitted frosto ¢, let7; > 0 be the number
ratio of the traffic over them should depend only on their pa@f packets on path, with >, T; = T'. Each set of suckT;},

lengths. For a path of length and a shortest path of lengthwhich can be represented as a vector, is referred taweesceo-
po, We have scopic stateln contrast, each collection of routing decisions

for individual packets representsnaicroscopic stateThere
are a total ofP” possible microscopic states. The number of

5(2’?73> = fi(p:po) microscopic states consistent with a given macroscopte sta
= logp(p,q) —loge(po,q) = IOg fi(p, po) can be viewed as a measure of likelihood of that macroscopic
- dlogw(p,q) dlogsa(po,q) — state.
= fq ‘““g“”””dq = fq d“’g“"(p”’q)d 27) The number of microscopic states corresponding to the
= 1og¢(p7 )|q0 10g <,0(p0, )|q0 macroscopic state{_Ti} is K = % We want to sgarch
= o(p,q) = @(p,90) ¢ (P0,a) for the macroscopic state with the largest numbeKofl e,
#(po.a0) max K, or, equivalentlymaxlog K = max log —+—. For
wherepy, qo are constants. large system asymptotd, and T; are large num ers hence
Therefore, we can define two function&p) > 0 and ysing Stirling’s approximatiom! ~ n™ e~", we havelogK:z
g(g) > 0, such that log (e=TTT) — 3", log (67 iTiTl) _ _TZ Ty Jog Lt iy
This shows that the system equilibrium |s the flow config-
v = f(p)g(@), (28) uration that maximizes )t/he entr?)py, > Txilogz;, where ’
where T, = % is the fraction of flow on path.
J The optimality result of PEFT through NEM suggests
d—f, = f'(p)9a) (29) an intriguing connection between th@inciple of entropy
‘;—gq” = f(p)d'(q) maximizationand that ofshortest description lengttsince
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maximizing entropy picks out those traffic distribution thaF. Polynomial-time Algorithm of Link Weight Setting for

can be realized by the simplest set of routing configurati@®ingle-destination Network

parameters: one weight per link to be used independently by, 5 single-destination (sink) network, the link weights

each router. to realize acyclic optimal TE with PEFT can be found in
polynomial-time. The method is much faster than solving the
NEM problem with the gradient descent algorithm. We have

D. Proof of Lemma 1 the following lemma first.

Proof: Since strong duality holds for problem (4) and it§ rL§:;: siastlijnoz;lvtigvr\{ail;dpillzyizn?g? tri?ilelze any acyclic flow

Lagrange dual problem (7), we solve the dual problem throug% Proof: The links without flow can be assigned infinitely

gradient method and recover the primal optimizers from thgr iaht d luded f furth . Denot
dual optimizers. By Danskin’s Theorem [20], tge weights a? exciu et fom TUTNer processing. wenote
fo = Z(u,v)eE fuv» Wheref, . is the amount of flow on link
Q) - (wo) s (u,v)..The nodeg are processed iI:l their reverse topglog.ical
Druola) = Cup — Z D(s, t)KP;,’t z4(q),V(u,v) € E. order in the acyclic flow, where the first node is the destamati
o ERE; ' t, with Y =1 (Sec. IV-C). When node is processed, from

. ) . . . (17), (18b) and (19), we have
Hence, the algorithm in (9) is a gradient descent algoritbm f

dual problem (7). Since the dual objective functi@\) is a hiwt

o
convex function, there exists a step sizy) that guarantees o = T i (32)
A(q) to converge to the optimal dual solutions [20]. Also, v
if VQ(\) satisfies a Lipschitz continuity condition, i.e., ther@nd -
exists a constant/ > 0 such that hi,v — _log }L;Ijrtu >0, (33)
[ VR(A1) = VQ(X2) [ H [ A1 — A2 ||, VA1, A2 = 0, then s
. , . vt < fulu, (34)
then A(¢) converges to the optimal dual solutiox® with R

a sufficiently small constant step sizeg) = «,0 < a <

. . Lo ., . L g . . tyt o .
2/H [20]. The Lipschitz continuity condition is satisfied if We can sefl!, = min(, ,)ck f“t—vv since at least one link
the curvatures of the entropy functions are bounded awaw frgu, o) is on the shortest path from to ¢, i.e. h?, v = 0.

zero, see [29] for further details. Furthermore, since [gmmb Then we set the weight for linKu,vy) as wy,i,, and the
(4) is a strictly convex optimization problem and TRAFFICshortest distance from nodeto ¢, d, = wyn + d, . Then
DISTRIBUTION_ proble_ms (8) hz?\ve unigue solutions; are ST +dt, — d, from (33).
the globally optimal primal solutions of (4) [30].

the weight of link(u, v) is — log i
It is easy to verify that the above link weighting satisfies th
definition of downward PEFT (20% and the time complexity

is O(N + E). [ |

E. Tunnel-based Routing to Realize Optimal TE Proof of Proposition 2
A tunnel-based routing can be derived from the optimq.l _Proofl. A]zn obvious conclusion from Lemma 2 if optimal

solution of the COMMODITY problem (2) based on dual- E s cycle free. u
decomposition. The approach follows the same way as the flow
decomposition technique in [31]. We rephrase the approach REFERENCES
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