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Flat-band superconductivity has theoretically demonstrated the importance of band topology to
correlated phases. In two dimensions, the superfluid weight, which determines the critical temper-
ature through the Berezinksii-Kosterlitz-Thouless criteria, is bounded by the Fubini-Study metric
at zero temperature. We show this bound is nonzero within flat bands whose Wannier centers are
obstructed from the atoms — even when they have identically zero Berry curvature. Next, we derive
general lower bounds for the superfluid weight in terms of momentum space irreps in all 2D space
groups, extending the reach of topological quantum chemistry to superconducting states. We find
that the bounds can be naturally expressed using the formalism of real space invariants (RSIs) that
highlight the separation between electronic and atomic degrees of freedom. Finally, using exact
Monte Carlo simulations on a model with perfectly flat bands and strictly local obstructed Wannier
functions, we find that an attractive Hubbard interaction results in superconductivity as predicted
by the RSI bound beyond mean-field. Hence, obstructed bands are distinguished from trivial bands
in the presence of interactions by the nonzero lower bound imposed on their superfluid weight.

Introduction. In a topological insulator, the ground
state Wannier functions face an obstruction to exponen-
tial localization1–5. This real-space picture connects bulk
topological invariants computed from the bands in mo-
mentum space to the local chemistry of electronic states.
Topological states can be either stable or fragile, and
are classified by their symmetry properties in momentum
space6–9. Fragile states can be trivialized by mixing with
non-topological bands10–12, while stable states cannot.
Moreover, stable topological phases are distinguished
by their gapless edge states13,14, while fragile phases
have anomalous boundary signatures exposed by twisted
boundary conditions15,16, magnetic flux17, or defects18.
Although our understanding of non-interacting topolog-
ical bands is nearly exhaustive,19–22, this is not the case
for interactions within topological bands.

Superconductivity in topological bands23,24 is of inter-
est since its discovery within the fragile flat bands25–34

of twisted bilayer graphene35–41. Discovered in Ref. 42,
superconducting order in flat bands, specifically the su-
perfluid weight, originates from quantum geometry char-
acterized by the Fubini-Study metric and has gathered
much excitement43–49. The quantum metric, though dis-
tinct from the band topology, is bounded by the Chern
or (Euler) winding numbers23,50,51. These early results
suggest that topological quantum chemistry could pro-
vide general lower bounds, making contact with mate-
rials databases52–54. Our work affirms this suggestion,
yielding nonzero bounds in phases without winding num-
bers. Our bounds are given by another quantized num-
ber, the real space invariant (RSI)15, which uses sym-
metries to characterize topological, obstructed Wannier
centers (OWCs), and trivial bands.

From a materials perspective, although topological
bands are abundant within real crystals, a significant por-

tion are topologically trivial at the Fermi level. Topolog-
ically trivial bands with space group symmetries have a
finer classification which divides them into trivial atomic
bands, where electrons are exponentially localized at
the atomic sites, and bands with OWCs which, while
exponentially localized, are necessarily centered off the
atoms55–57. Remarkably, we show that, like topologi-
cal bands, OWCs have a nonzero, lower-bounded Fubini-
Study metric even without Berry curvature58,59. When
flat OWC bands are partially filled under attractive in-
teractions, they possess a superconducting instability.

The zero-temperature superfluid weight [Ds]ij of an
isolated flat band within BCS theory59 is (App. D)

[Ds]ij = 2|∆|
√
ν(1− ν)

∫
d2k

(2π)2
gij(k) (1)

where ∆ is the superconducting gap, ν is the filling frac-
tion of the flat bands, k is a momentum in the Brillouin
zone (BZ) with area (2π)2/Ωc (Ωc is the unit cell area),
and gij is the Fubini-Study quantum metric. A nonzero
superfluid weight implies a finite critical superconduct-
ing temperature60,61 and a supercurrent J = −4DsA,
where A is the vector potential in the London gauge. In a
Hamiltonian with Norb orbitals and Nocc occupied bands,
we define the (abelian) quantum geometric tensor62

Tr Gij = Tr P∂iP∂jP = gij +
i

2
fij , (2)

where P (k) is the Norb×Norb gauge-invariant projection
matrix onto the occupied bands, ∂i is a momentum-space
derivative, and the trace is over the matrix indices. The
abelian Berry curvature fij = −fji is well studied while
the positive semi-definite quantum metric gij = gji is an
object of more recent interest62–82. With spatial rotation
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FIG. 1. Wannier basis at 1c = 2
3
a1 + 1

3
a2. The Wannier state

|A1c〉 (red) centered at 1c is supported only on the neighboring
atomic sites (grey) with A, 1E, and 2E orbitals. Only one site
overlaps with neighboring Wannier states (blue).

symmetry, [Ds]ij is determined by the trace of gij
83

G =
1

2

∫
d2k

(2π)2
Tr ∇∇∇P · ∇∇∇P ≥ 0, (3)

which is coordinate invariant, dimensionless, and impor-
tantly is quadratic in P (k) (App. B). We give an efficient
numerical discretization formula in App. B 3.

Flat Band Model. We begin by constructing an OWC
model in the space group p3 generated by spinless C3

symmetry and translations along the lattice vectors a1 =
(1, 0),a2 = C3a1. At the origin (the 1a position), we
place electrons in the A, 1E, 2E irreps. These orbitals
induce band representations84,85 with irreps defined by

A1a ↑ p3 = Γ1 +K1 +K ′1, C3 = +1

1E1a ↑ p3 = Γ2 +K2 +K ′3, C3 = e−
2πi
3

2E1a ↑ p3 = Γ3 +K3 +K ′2, C3 = e
2πi
3

(4)

where Γ = (0, 0)T,K = 2π
3 (b1 + b2),K ′ = − 2π

3 (b1 +
b2) are the high symmetry points, and ai · bj = δij .
The full group theory data can be found on the Bilbao
Crystallographic server86–88. To construct a flat band
OWC from these orbitals, we will use a Wannier basis
centered at the 1c position off the atomic sites at 1a as
in Fig. 1. We form the Wannier states

|R, A1c〉 =
1

3
TR

2∑
j=0

C̃j3(|0, A〉+ |0, 1E〉+ |0, 2E〉), (5)

where TR is the translation operator by R, C̃3 is the ro-
tation operator about the 1c position, and |0, ρ〉 are the

ρ orbitals in unit cell 0. Taking C̃3 → e∓
2πi
3 C̃3 in Eq. (5)

yields 1E and 2E states at 1c. It is easy to check that
the states |R, A1c〉 are orthonormal: 〈R, A1c|R′, A1c〉 is
nonzero only if R and R′ are nearest neighbors, and in
this case the only overlap is on a single site which vanishes
due to C̃3 eigenvalues of the orbitals. Fourier transform-
ing Eq. (5) to obtain the eigenstate |k, A1c〉 yields the
eigenvector Uα(k) = 〈k, α|k, A1c〉, α = A, 1E, 2E:

U(k) =
1

3

1
1
1

+
1

3

 1

e
4πi
3

e
2πi
3

eik·(a1+a2)+
1

3

 1

e
2πi
3

e
4πi
3

eik·a2 ,

(6)

and the local momentum-space Hamiltonian

h(k) = −|t|U(k)U†(k) ≡ −|t|P (k) (7)

which has three exactly flat bands: the A1c band at en-
ergy −|t| and the degenerate 1E1c and 2E1c bands at zero
energy. At filling 1/3, h(k) has the band representation

Γ1 +K3 +K ′3 = A1c ↑ p3, (8)

confirming our construction in real space. We also calcu-
late the Berry connection in crystalline coordinates,

Ai(k) = U†(k)i∂iU(k) = (−1/3,−2/3)i , (9)

which is the expectation value of the lattice position oper-
ator in the occupied bands. Noting that the lattice posi-
tion operator is only defined mod 1, Eq. (9) confirms that
the states are located at the 1c position. Because Ai(k)
is independent of k (up to a gauge choice), the Wilson
loop bands are perfectly flat89 and the Berry curvature
is identically zero. Topologically, the model is therefore
trivial. However, we calculate the quantum metric in
cartesian coordinates (a is the lattice constant):

gij(k) =
1

2
Tr ∂iP (k)∂jP (k) = a2δij/6, (10)

so the mean-field superfluid weight in Eq. (1) is nonzero
despite the model being topologically trivial and having
compact Wannier functions (zero correlation length)57.

It is natural to ask what indices describe these compact
OWC phases. By definition, they are induced by off-
site atomic orbitals, so topological quantum chemistry
can identify them because their symmetry data does not
match any of the orbitals present in the lattice. This
is different than the stable and fragile indices which are
independent of the basis orbitals.

Wilson loops can also identify OWCs. A useful ref-
erence is the SSH chain90 where an eigenvalue of π of
the Wilson loop operator identifies the off-site states91,92.
Lastly, OWCs can be most naturally defined using the
RSI formalism developed in Ref. 15. RSIs are local
quantum numbers which are well-defined in fragile and
OWC phases where they supply lower bounds on the
number of states at the high symmetry Wyckoff posi-
tions. By definition, RSIs are invariant under symmetry-
preserving adiabatic deformations. Since the Wannier
states in OWCs cannot be moved to atomic sites with-
out closing a gap, they are characterized by a nonzero
RSI off an atomic site. In space group p3, the RSIs at a
C3-symmetric Wyckoff positions are

δ1 = m(1E)−m(A), δ2 = m(2E)−m(A) (11)

and m(ρ) is the number of ρ irreps. The RSIs can be
conveniently calculated from the momentum space sym-
metry data15. In our model, the only nonzero RSIs are
off the atomic sites at the 1c position, (δ1c,1, δ1c,2) =
(−1,−1). We will now show that, in generality, these off-
site RSIs are responsible for a bounded superfluid weight.
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FIG. 2. C3 Bounds. (a) We label the C3-invariant points Γ,
K, and K′ in the BZ. (b) By taking linear combinations of
P (k), we find lower bounds for the harmonics at |R| = 1,
shown in red and blue. Higher harmonics are not shown.

Lower Bounds in Real Space. We derive general lower
bounds for the superfluid weight in terms of RSIs and or-
bital positions to show that nonzero superfluid weight is a
generic feature of partially filled OWC bands, as has been
shown for Chern insulators and Euler insulators23,50.
Our bounds also apply to all 2D topological bands, in-
cluding fragile bands (App. E 3). Here, for simplicity,
we prove a lower bound for our model with C3 and all
orbitals at the 1a position. Our starting point is a real
space expression for P (k), the projector onto the occu-
pied A1c band. If all orbitals are at the 1a position, then
h(k) and P (k) are periodic under k → k + 2πbi. Thus
there is a Fourier representation

P (k) =
∑
R

e−iR·kp(R), p(R) =

∫
dk1dk2

(2π)2
eiR·kP (k),

(12)
defined in terms of the harmonics p(R), which are
Norb ×Norb matrices, the lattice vectors R, and the di-
mensionless crystal momenta ki. Note that P (k) is the
momentum space Green’s function93, so p(R) is the real
space correlation function. The harmonics obey a nor-
malization condition∑

R

||p(R)||2 =

∫
dk1dk2

(2π)2
Tr P (k) = Nocc = 1, (13)

where ||A||2 = Tr A†A is the squared Frobenius norm
(App. E 2). Rewriting Eq. (3) in real space, we find

G =
1

2

∫
d2k

(2π)2
Tr ∇∇∇P · ∇∇∇P =

1

2Ωc

∑
R

|R|2||p(R)||2 .

(14)
We will use symmetry eigenvalues to show that ||p(a1)||
and symmetry-related terms are bounded below. This
immediately gives a bound for G because G ≥

1
2Ωc
|a1|2||p(a1)||2 since all terms in Eq. (14) are positive

semi-definite. Indeed, all are positive definite except for
the zero mode p(0), the constant mode of P (k).

The momentum space irreps consist of the C3 eigen-
values in the occupied bands at Γ,K,K ′ (see Fig. 2a).
The irrep multiplicities m(ρ) obey (App. A)

m(Γ1) + e
2πi
3 m(Γ2) + e−

2πi
3 m(Γ3) = Tr D[C3]P (Γ),

(15)

and similarly for K and K ′. Here D[C3] =

diag(1, e−
2πi
3 , e

2πi
3 ) is the representation matrix of C3 on

the orbitals. Thus the irrep multiplicities give informa-
tion about P (k). Writing out and summing Eq. (12) at
each high-symmetry momentum gives

P (Γ) + e
2πi
3 P (K) + e

4πi
3 P (K ′) = 3

3∑
n=1

p(−Cn3 a1) + . . . ,

(16)
where the dots represent higher harmonics p(R) for |R| >
|ai| (see Fig. 2b). Crucially, the roots of unity cancel
p(0), so only harmonics at R 6= 0 appear in Eq. (16). We
now bound Eq. (16) on both sides. To manipulate the
momentum space side, we use an elementary inequality94

||A||2 ≥ |Tr SA|2/Rk(A) ∀S unitary, (17)

proven in Ref. 95. Choosing A = P (Γ) + e
2πi
3 P (K) +

e−
2πi
3 P (K ′), we see 1/Rk(A) ≥ 1/3 because A is a 3× 3

matrix, and with S = D[C3], we find with Eq. (15):

|Tr SA|2 =
9

4
(m(K3) +m(K ′3)−m(Γ2)−m(Γ3))2 +

3

4
(m(Γ2)−m(Γ3)+m(K1)−m(K2)−m(K ′1)+m(K ′2))2

= 9(δ2
1c,1 − δ1c,1δ1c,2 + δ2

1c,2),
(18)

where we first used Eq. (15) to write the trace in terms
of momentum space irreps, and then used the tables in
Ref. 15 to rewrite them in terms of the RSIs in Eq. (11).

Taking the Frobenius norm of Eq. (16) and applying
the triangle inequality to the real space side gives

||A|| ≤ 3(||p(a1)||+||p(C3a1)||+||p(C2
3a1)||+ . . . ), (19)

where the dots are higher harmonics and we used
||p(R)|| = ||p(−R)|| which follows from Eq. (12). We
check explicitly that Eq. (19) is not a tight inequality
(by a factor of 3) and prevents our bound from being
saturated by this model. All other inequalities are tight.

We next use C3 symmetry which ensures ||p(R)|| =
||p(C3R)||(App. A). Because we have a lower bound for
||A||2, Eq. (19) proves that ||p(R)|| 6= 0 for some R 6= 0.
We now employ an optimization argument:

1

2Ωc

∑
R

|R|2||p(R)||2 ≥ min
ψR

1

2Ωc

∑
R

|R|2|ψR|2, (20)

where the minimization is taken over all ψR ∈ R obeying∑
R

|ψR|2 = 1, |ψR| = |ψ−R|, ||A|| = 9|ψa1
|+ . . . , (21)

and the dots denote terms depending on ψ|R|>|a1|. As
such, the space of admissible |ψR| described by Eq. (21)
includes the choice where |ψR| = ||p(R)||. By keeping
only the constraints in Eq. (21), and not the restriction
that ψR be the Fourier transform of a projection matrix,
we can perform the minimization in Eq. (20) directly.
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A lemma we prove in Ref. 95 shows that the mini-
mum occurs when ||A|| = 9|ψa1

|, i.e., when Eq. (19)
is saturated with the lowest harmonics possible. This
is expected because higher harmonics have larger |R|2
weights. Adding up the contributions from the inner six
harmonics ||p(R)||2 in Fig. 2, we find (App. E)

1

2Ωc

∑
R

|R|2||p(R)||2 ≥ a2

9Ωc
(δ2

1c,1 − δ1c,1δ1c,2 + δ2
1c,2) .

(22)
Plugging in δ1c,1 = δ1c,2 = −1 from Eq. (11), we obtain

G ≥ a2/9Ωc = 2/9
√

3, a factor of 3 below the exact
calculation in Eq. (10). The RSIs in Eq. (22) show that
states off the atomic positions (1a in this case), which
define OWCs, enforce a nonzero superfluid weight. We
obtain bounds for all 2D space groups in Ref. 95.

Hubbard Model. We have shown that single-particle
OWCs and fragile states have a nonzero superfluid weight
at T = 0. However, [Ds]ij in Eq. (1) is obtained from
mean-field BCS theory, which may seem unsuitable to
treat flat band systems lacking a well-defined Fermi sur-
face. We resort to exact numerical simulations to check
its validity at finite temperature.

Using the Hamiltonian h(k) defined in Eq. 7, we form
a spinful Hamiltonian with h↑(k) = h(k) and h↓(k) =
T h↑(k)T −1 = h∗(−k) which preserves time-reversal T .
Here ↑, ↓ label the spins. Including an attractive Hubbard
term with strength |U |, the full Hamiltonian is

H = −|t|
∑
R,σ

w†RσwRσ − |U |
∑
Rα

c†Rα↑c
†
Rα↓cRα↓cRα↑,

(23)

where w†R↑ creates the Wannier state in Eq. (5), w†R↓ =

T w†R,↑T −1, c†Rασ is the creation operator in unit cell R,

orbital α, and spin σ = {↑, ↓}. The attractive Hub-
bard model does not suffer from the fermionic sign prob-
lem, and lends itself to auxiliary-field quantum Monte
Carlo methods96,97. We perform finite-temperature sim-
ulations in the grand canonical ensemble and tune the
chemical potential µ(T ) to half fill the A1c band. We con-
sider a range of Hubbard interactions |U | smaller than the
single-particle gap |t| above the A1c band: |U | = 3, 4, 5,
with |t| = 6. These parameters set us away from the iso-
lated flat band regime |U | � |t|. We focus on a system
with 6× 6 unit cells and periodic boundary conditions.

We can directly extract the finite-temperature su-
perfluid weight Ds(T ) from the Monte Carlo results
(App. C). The transition temperature Tc is determined
by the Nelson-Kosterlitz criterion61: Tc = πD−s /2, where
D−s is the superfluid weight at the critical temperature
approached from below. In Fig. 3, we plot Ds(T ) for
different |U | as a function of T/|U |, finding the curves
collapse on top of each other. This confirms Tc ∝
|U |100. Our results prove that a coherent superconductor
emerges upon inclusion of an attractive Hubbard interac-
tion in the OWC flat bands, as in topological bands26,100.
Ref. 26 discusses the contrasting case of trivial atomic
bands.

0.00 0.02 0.04 0.06 0.08 0.10 0.12

T/|U |

0.00

0.02

0.04

D
s
/
|U
| |U | = 3

|U | = 4

|U | = 5

FIG. 3. Monte Carlo. The superfluid weight Ds as a func-
tion of temperature T is computed from Monte Carlo sim-
ulations on H in Eq. (23)98,99. We consider |U | = 3, 4, 5
with |t| = 6 in a system with 6 × 6 unit cells. The crossing
of Ds with the dashed line 2T/π indicates the Berezinskii-
Kosterlitz-Thouless superconducting transition. The yellow
star/ blue cross indicate the mean-field Ds(T = 0) obtained
from a multi-band/ isolated flat band calculation (Eq. (10)).
The gray hexagon shows the RSI bound on Ds(T = 0).

We can compare the results of our Monte Carlo simula-
tions to the zero temperature predictions of BCS theory.
In particular, we recall in Ref. 95 that the BCS wavefunc-
tion is an exact zero-temperature ground state of the at-
tractive Hubbard model projected into the flat bands51,
as follows from the equal weight of the flat band’s Wan-
nier function over all orbitals in the unit cell42. The
blue cross in Fig. 3 shows the result of the analytical
mean-field calculation after projection into the flat band.
Alternatively, we solve the multi-band mean-field the-
ory numerically in Ref. 95. The result is shown with
the yellow star in Fig. 3. The agreement between our
finite-temperature Monte Carlo simulations and the zero
temperature mean-field calculations justify the use of the
BCS result in Eq. (1), showing that our lower bounds
successfully describe the many-body physics.

Discussion. We have shown that the RSIs characteriz-
ing the quantum geometry have a profound influence on
the interacting groundstate when the flat bands are par-
tially filled. Our lower bound for the superfluid weight
is nontrivial in OWCs where the Wannier charge cen-
ters are obstructed from the atoms. Our bounds are not
saturated by the Hamiltonian in Eq. (7), but we hope
that future work can improve these bounds to be tight.
Our RSI bounds also apply to OWCs with corner states,
as well as stable and fragile topological phases101,102.
Conceptually, the gauge-invariant expression Eq. (14) in
terms of the correlation function shows that long-ranged
Wannier functions are not essential to the lower bound.
Any Wannier function which is supported over multi-
ple unit cells44,57, as can be enforced by symmetry in
a OWC state, produces a quantized RSI lower bound.
Our derivation is general for arbitrary bands and arbi-
trary symmetries. Although we studied the problem in
2D, our method is generalizable to 3D where flat band
OWCs have been exhaustively identified56.
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Appendix A: Symmetries and Topological Quantum Chemistry

In this Appendix, we set up the gauge-invariant formalism for obtaining the single-particle symmetry data, defined
by the irreps of the occupied bands in momentum space. App. A 1 discusses the electron orbitals in real space which
are used to define the space group symmetries and Hamiltonian. In App. A 2, we work in momentum space to describe
the occupied bands and their symmetry properties. App. A 3 discusses the symmetry data, paying special attention
to formulas invariant under the eigenvector gauge freedom.

1. Symmetries in Real Space

We review the symmetries of a tight-binding model Hamiltonian from a real space perspective. The canonical

electron operators c†R,α are indexed by their unit cell R = R1a1+R2a2, Ri ∈ Z and their orbital index α = 1, . . . , Norb.
The area of the unit cell is Ωc = a1 × a2. We denote the position of the orbitals with the unit cell as R+ rα. We can

think of the orbitals c†R,α as being the atomic orbitals, so rα are the positions of the atoms of the crystal. The orbitals

c†R,α define the tight-binding Hilbert space and carry information about the positions of the underlying orbitals.

http://dx.doi.org/10.1103/PhysRevB.96.245115
http://dx.doi.org/10.1126/science.aah6442
http://dx.doi.org/10.1126/science.aah6442
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We consider 2D systems with a space group G generated by lattice translations Ti, n-fold rotations Cn, mirrors M ,
and possibly time-reversal symmetry T which is an anti-unitary operator. In real space, the symmetry operators are

defined by their representation on the orbitals c†R,α. For a symmetry g ∈ G, we write

gc†R,αg
† =

∑
β

c†g(R+rα)−rβ ,βDβα[g] (A1)

where D[g] is the Norb×Norb representation matrix of g on the orbitals. If g is a symmetry of the lattice, then Dβα[g]
is nonzero only when grα − rβ is a lattice vector, i.e. grα − rβ mod ai = 0. The high-symmetry Wyckoff positions
can be found for all space groups (and thus their 2D subgroups) on the Bilbao Crystallographic Server.

The non-interacting Hamiltonian of the crystal can be written in terms of the hopping matrix tαβ(R) via

H =
∑

R,R′,αβ

tαβ(R−R′)c†R,αcR′,β (A2)

which manifestly respects translation symmetry. The symmetries g ∈ G commute with H, and hence

gHg† =
∑

R,R′,αβ

Dα′α[g]tαβ(R−R′)D†ββ′ [g]c†g(R+rα)−rα′ ,α′
cg(R′+rβ)−rβ′ ,β′

=
∑

S,S′,αβ

Dα′α[g]tαβ((g−1(S + rα′)− rα)− (g−1(S′ + rβ′)− rβ))D†ββ′ [g]c†S,α′cS′,β′
(A3)

and thus we require

tα′β′(R−R′) =
∑
αβ

Dα′α[g]tαβ(g−1(R + rα′)− rα − (g−1(R′ + rβ′)− rβ))D†ββ′ [g] . (A4)

In order to simplify the expressions, we sum over repeated indices from here on.

2. Symmetries in Momentum Space

To diagonalize the Hamiltonian, we define momentum space electron operators which are eigenstates of the trans-
lation operators. On periodic boundary conditions with L1L2 total sites, we define

c†k,α =
1√
L1L2

∑
R

e−ik·(R+rα)c†R,α (A5)

which is a Fourier transform over the lattice, and k = k1b1 + k2b2, ki ∈ 2π
Li
ZLi . Note that in this convention, the

momentum operators obey

c†k+2πbi,α
= e−2πibi·rαc†k,α ≡ c

†
k,βVβα[2πbi], Vβα[2πbi] = δβαe

−2πibi·rα . (A6)

where we defined the embedding matrix V [2πbi]. The embedding matrix will play a very important role in this work
because it encodes the position of the orbitals in the unit cell and hence is important for defining obstructed atomic
insulators (OWCs).

We also need to compute the action of g ∈ G on the momentum operators:

gc†k,αg
† =

1√
N

∑
R

e−ik·(R+rα)c†g(R+rα)−rβ ,βDβα[g]

=
1√
N

∑
R

e−ik·g
−1(R+rβ)c†R,βDβα[g]

= c†gk,βDβα[g] .

(A7)

https://www.cryst.ehu.es/
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We now write the Hamiltonian in momentum space. Using the translation invariance of tαβ(R−R′), we find

H =
1

N

∑
k,k′

∑
R,R′,αβ

e−ik·(R+rα)+ik′·(R′+rβ)tαβ(R−R′)c†k,αck′,β

=
∑
k,αβ

(∑
d

e−ik·(d+rα−rβ)tαβ(d)

)
c†k,αck,β

=
∑
k

c†k,αhαβ(k)ck,β

(A8)

where the α, β sums are implicit in the last line. We call h(k) the single-particle or first-quantized Hamiltonian, which
is the Fourier transform of the hopping matrix tαβ(d).

Note that h(k) obeys the embedding relations

hαβ(k + 2πbi) =
∑
d

e−i(k+2πbi)·(d+rα−rβ)tαβ(d)

= e−2πibi·(rα−rβ)
∑
d

e−ik·(d+rα−rβ)tαβ(d)

= e−2πibi·rαhαβ(k)e2πibi·rβ

=
[
V [2πbi]h(k)V †[2πbi]

]
αβ

(A9)

which can be written simply in matrix notation as h(k+2πbi) = V [2πbi]h(k)V †[2πbi]. We write V [G] with brackets
to emphasize that the embedding matrix is defined with G a reciprocal lattice vector.

We now compute the action of the symmetries on the single-particle Hamiltonian. We find

gHg† =
∑
k

c†gk,α′Dα′α[g]hαβ(k)D†ββ′ [g]cgk,β′

=
∑
k

c†k,α′Dα′α[g]hαβ(g−1k)D†ββ′ [g]ck,β′
(A10)

and thus we derive D[g]h(g−1k)D†[g] = h(k). At high symmetry momenta K where gK = K mod 2πbi, we find
that there are symmetries which act locally on K. To give explicit expressions, we define G = gK−K and find

D[g]h(K)D†[g] = h(gK) = h(K + G) = V [G]h(K)V [G]† (A11)

so the unitary matrix V [G]†D[g] commutes with h(K). Thus h(K) has a nontrivial symmetry group which is con-
ventionally called the little group GK. We need to prove that V [G]†D[g] is a good representation of g, i.e. that it
obeys the group multiplication. To do so, we need the following identity

D[g]V [G]D[g]† = V [gG] for G a reciprocal lattice vector. (A12)

This is proven by direct calculation (indices unsummed):

[D[g]V [G]]αβ = Dαβ [g]e−iG·rβ

[V [gG]D[g]]αβ = e−igG·rαDαβ [g] .
(A13)

Recall that Dαβ [g] is only nonzero when grβ − rα = R where R is a lattice vector. Using G · R = 0 mod 2π

because G is a reciprocal lattice vector, we find e−iG·rβ = e−iG·g
−1rα = e−igG·rα and hence the first and second lines

of Eq. (A13) are equal. This proves Eq. (A12). Now we can show that the matrices V [G]†D[g] do indeed form a
representation of the little group at K. For G = gK−K and G′ = g′K−K, we check(

V [G]†D[g]
) (
V [G′]†D[g′]

)
= V [G]†V [gG′]†D[g]D[g′]

= V [G + gG′]†D[gg′]

= V [gK−K + g(g′K−K)′]†D[gg′]

= V [gg′K−K]†D[gg′]

(A14)

which satisfies the group multiplication so, V [G]†D[g] is a good representation of the little group. Thus we have shown
that the high-symmetry points on the BZ have nontrivial symmetries with Norb ×Norb representation matrices.
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3. Symmetry data

Having discussed the symmetry group of the momentum space Hamiltonian, we now focus on the representations
at the high symmetry points of a general set of gapped bands. To do so, we first need to discuss the band structure.

Because h(k) is a Hermitian matrix, it has a spectral decomposition

hαβ(k) =
∑
n

Uαn(k)En(k)U∗β,n(k) (A15)

where Un(k) is a column eigenvector of h(k) with eigenvalue En(k). The spectrum En(k) is referred to as the band

structure. By defining the energy eigenstates through a unitary transition γ†k,n = c†k,αUα,n(k), the Hamiltonian can
be put into diagonal form

H =
∑
k,n

En(k)γ†k,nγk,n (A16)

We say that the Hamiltonian has a gap at filling Nocc if ENocc+1(k)− ENocc(k) > 0 for all k. States in the occupied
bands (which are uniquely defined due to the gap) are all filled in the many-body ground state of the Hamiltonian.
We now show that the occupied bands furnish representations of the little group as well [84, 85].

For ease of notation, we define U(k) = [U1(k), . . . , UNocc
(k)] as the Norb × Nocc matrix of occupied eigenvectors.

Because of the orthonormality of the eigenvectors, U(k) satisfies the important properties

U†(k)U(k) = 1Nocc×Nocc
, U(k)U†(k) ≡ P (k) (A17)

where P (k) is a Hermitian projector onto the occupied bands. It satisfies P (k)2 = P (k) and P (k)U(k) = U(k) as is
direct to check from Eq. (A17).

Let us study the action of the symmetries at K on the occupied bands. Because V [gK−K]†D[g] commutes with
h(K) for all g ∈ GK, V [gK −K]†D[g]Un(k) is an eigenstate of h(K) with energy En(k). If we take n to be in the
occupied bands, then V [gK−K]†D[g]Un(k) can be expanded using the basis of occupied states at K, so

V [G]†D[g]U(K) = U(K)DK[g] (A18)

where DK[g] is an Nocc ×Nocc matrix. At generic k points, DK[g] is called the sewing matrix. We use the notation
D at the high-symmetry points to emphasize that it is a representation (proved momentarily).

An expression for DK[g] is obtained by left-multiplying U†(k):

DK[g] = U†(K)V [G]†D[g]U(K) . (A19)

We now check that DK[g] is unitary:

DK[g]†DK[g] = U†(K)(V [G]†D[g])†U(K)U†(K)V [G]†D[g]U(K)

= U†(K)(V [G]†D[g])†V [G]†D[g]U(K)

= U†(K)U(K)

= 1Nocc×Nocc .

(A20)

The crucial step U(K)U†(K)V [G]†D[g]U(K) = P (K)V [G]†D[g]U(K) = V [G]†D[g]U(K) in the second equality
follows because V [G]†D[g]U(K) is in the occupied subspace — note that V [G]†D[g] commutes with h(K). Thus the
projector P (K) acts on V [G]†D[g]U(K) as the identity. The requirement of a gap is essential here for the occupied
subspace to be well-defined. In fact with this requirement, DK[g] forms a representation of the little group GK. This
follows from a very similar calculation

DK[g]DK[g′] = U†(K)V [G]†D[g]U(K)U†(K)V [G′]†D[g′]U(K)

= U†(K)V [G]†D[g]V [G′]†D[g′]U(K)

= U†(K)V [G′′]†D[gg′]U(K), G′′ = gg′K−K

= DK[gg′]

(A21)

where we used Eq. (A14) in the third line. As is suggested by Eq. (A19), DK[g] is simply the representation of
the orbitals projected into the flat bands. As long as there is a gap, this projection still results in a well-defined
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representation. Note that DK[g] is a Nocc-dimensional representation and hence is decomposable into irreps. The
multiplicity of the χ irrep is

m(χ) =
1

|GK|
∑
g∈GK

χ∗[g]Tr DK[g] (A22)

where |GK| is the number of elements of GK. A list of irreps and their characters χ[g] in all the 2D little groups may
be found at the Bilbao crystallographic server. The symmetry data vector B is simply a list of the irrep multiplicities
at all high symmetry points in the BZ [5, 6]. B is an invariant of the occupied subspace: the irrep multiplicities
cannot be changed unless a gap is closed. As such, some (but not all) topological invariants can be computed from
the symmetry data alone to diagnose stable and fragile topological phases [20].

We conclude this section with a discussion of the gauge freedom of the occupied eigenvectors. Recall that an
individual eigenvector is only well-defined up to an overall phase factor. Thus there is the gauge freedom Un(k) →
Un(k)eiλn(k) at all k. If there are degeneracies, then the eigenvectors are only defined up to a unitary transformation
that mixes the degenerate bands. In the flat band limit where all occupied bands are degenerate everywhere, the
occupied eigenvectors are only defined up to the gauge transformation U(k)→ U(k)W(k) whereW(k) is an arbitrary
Nocc × Nocc unitary matrix. (This general case includes the non-degenerate case. If there are no degeneracies then
W(k) is a diagonal matrix of phases.)

It is important to understand the effect of the gauge freedom on the expressions derived in this section. Notably, the
little group representation DK[g] is not gauge-invariant, as can be seen from Eq. (A19). Under U(k) → U(k)W(k),
we find DK[g]→W(k)†DK[g]W(k). This is expected because the explicit matrices of a representation are not unique.
However their character, or equivalently the irrep multiplicities are unique because Eq. (A22) is defined in terms of
Tr DK[g] which is gauge-invariant.

Another gauge-invariant object is the projector matrix which plays a central role in App. B. We see that

P (k) = U(k)U†(k)→ U(k)W(k)W(k)†U†(k) = P (k) (A23)

is invariant under the gauge freedom. All quantities written in terms of P (k) can be evaluated numerically without
needing to choose a smooth gauge for the eigenvectors. As such, it is useful to have an expression for the irrep
multiplicities directly in terms of the projector. This is easily derived from Eq. (A22) with the cyclicity of the trace:

m(χ) =
1

|GK|
∑
g∈GK

χ∗[g]Tr V [G]†D[g]U(K)U†(K) =
1

|GK|
∑
g∈GK

χ∗[g]Tr V [G]†D[g]P (K) . (A24)

Using the character orthogonality theorems, we can invert the expression to find that the trace of Tr V [G]†D[g]P (K)
is determined by the characters of the representation:∑

χ

m(χ)χ[g] =
Nχ
|GK|

Tr V [G]†D[g]P (K), G = gK−K (A25)

where Nχ is the number of irreps (equivalently, the number of conjugacy classes). Eq. (A25) will be directly applicable
to the lower bounds in App. E. We prove two simple properties of the projectors P (k) which will be useful there
as well. First we study the behavior of P (k) under the spatial symmetries. Because h(k) = D†[g]h(gk)D[g], the

eigenvectors at symmetry related points gk and k are related by U(g−1k) = D†k[g]U(k)B(k) where B(k) is a unitary
sewing matrix [101]. At the high-symmetry points, the sewing matrix is the representation matrix in Eq. (A19). The
projector transforms simply as

P (g−1k) = U(g−1k)U†(g−1k) = D†[g]U(k)B(k)B†(k)U†(k)D[g] = D†[g]P (k)D[g] (A26)

so P (g−1k) and P (k) are unitarily related. In the same manner, we check the periodicity of P (k) on the BZ:

P (k + 2πbi) = V [2πbi]P (k)V †[2πbi] (A27)

which shows that P (k) is only periodic up to a unitary transform when the orbitals of the model are at different
positions.

Appendix B: Gauge-Invariant Quantum Geometry

In this Appendix, we discuss the quantum geometry of the occupied eigenstates. In App. B 1, we set our index
conventions and introduce the quantum geometric tensor as a natural gauge-invariant object in which the non-abelian

https://www.cryst.ehu.es/rep/point.html
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Berry curvature and non-abelian Fubini-Study metric are contained. App. B 2 gives simple expressions for the abelian
Berry curvature and abelian Fubini-Study metric in terms of the projector matrices, making them manifestly gauge
invariant. App. B 3 derives point-split formula for the abelian Fubini-Study metric which is suitable for numerical
implementation, in analogy of the projector formula for Wilson loops.

1. Quantum Geometric Tensor

We now take the lattice period Li → ∞ so that we work on infinite boundary conditions and the momentum
ki ∈ (−π, π] is a continuous variable in the Brillouin zone (BZ). The BZ is a smooth manifold, and in 2D is a torus.
As in App. A 3, we define U(k) as the Norb ×Nocc matrix whose columns are the eigenvectors of the occupied bands.
Because of the gauge freedom, U(k) is only defined up to U(k)→ U(k)W(k) where W(k) is an arbitrary Nocc×Nocc

unitary matrix in the most generic degenerate flat band case. The projector P (k) = U(k)U†(k) is gauge invariant.
Going forward, we suppress the k dependence in our notation. We let ∂µ denote the momentum derivative ∂

∂kµ where
µ is a spatial index on the BZ. The BZ has a spatial metric ηµν inherited from real space. In general coordinate
systems, |k|2 = ηµνk

µkν and we sum over repeated indices. On the BZ, the natural coordinate system is crystalline
coordinates. Denoting the real space lattice vectors by ai = aiµx̂

µ, the BZ is parameterized by k = kibi = kibµi x̂µ
where the reciprocal lattice vectors satisfy ai · bj = δij . In indices, we have the identities aiµb

µ
j = δij and aiµb

ν
i = δνµ.

The metric ηij in crystalline coordinates is derived from |k|2 = (δµνb
µ
i b
ν
j )kikj , so ηij = bi · bj . We define the inverse

metric ηij by ηijηjk = δik. For concreteness, the two most often used coordinate systems are

b1 = (1, 0),b2 = C4b1, ηij =

(
1 0
0 1

)
b1 = (1, 0),b2 = C3b1, ηij =

(
1 − 1

2
− 1

2 1

) (B1)

for C2, C4 -symmetric lattices and C3, C6-symmetric lattices respectively. Here we set the reciprocal lattice constants
to one.

The projector P (k) is a simple gauge-invariant object on the BZ. It has a natural geometric interpretation since
it describes the Nocc-dimensional occupied subspace within the Norb dimensional Hilbert space. We will now derive
another gauge-invariant object, the abelian quantum geometric tensor, with two derivatives. In 2D, a two derivative
tensor is fundamental because it is dimensionless when integrated on the BZ. Indeed, we will see that the Berry
curvature and quantum metric appear in this construction.

Our starting point is to use P (k) to define a covariant derivative (1−U(k)U†(k))∂iU(k). (Here covariant refers to
the eigenvector gauge freedom, not to the simple transformation of the spatial index i.) Under a gauge transformation
of the Nocc eigenvectors U → UW, we find

(1− UU†)∂iU → (1− UU†)∂i(UW) = (1− UU†)(∂iUW + U∂iW)

=
(
(1− UU†)∂iU

)
W

(B2)

where in the last line we used the projector property (1 − UU†)U = U(1 − U†U) = 0. Note that the naive partial
derivative ∂iU does not transform covariantly. Now we can define two-derivative a gauge-covariant Nocc×Nocc matrix
called the quantum geometric tensor:

Gij(k) = ∂iU
†(1− UU†)∂jU (B3)

which can be written in terms of the covariant derivatives (k dependence suppressed) as Gij =
(
(1− UU†)∂jU

)†
(1−

UU†)∂iU because (1 − UU†)2 = (1 − UU†). Hence Gij → W†GijW under gauge transformations, and we find that
the abelian quantum geometric tensor defined by

Tr Gij(k)→ Tr W†(k)Gij(k)W(k) = Tr Gij(k) (B4)

is gauge invariant. In the next section, we give an expression for Tr Gij(k) in terms of gauge-invariant projectors.

2. Berry Curvature and Quantum Metric in terms of Projectors

It is desirable to have expressions for the abelian quantum geometric tensor (the trace of Eq. (B3)) in terms of
projector matrix which is the natural gauge-invariant object. We need the simple identity (∂iU

†)U = −U†∂iU which
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follows from ∂i(U
†U) = ∂i1 = 0. With this, a direct calculation establishes that

∂iP = ∂iU U
† + U∂iU

†

(∂iP )U = ∂iU + U(∂iU
†)U = ∂iU − UU†∂iU = (1− UU†)∂iU

(B5)

which is the covariant derivative in Eq. (B2). From Eq. (B3) it follows that Gij = U†∂iP∂jP U and thus

Tr Gij = Tr U†∂iP∂jP U = Tr UU†∂iP∂jP = Tr P∂iP∂jP (B6)

from the cyclicity of the trace. This expression for Tr Gij is manifestly gauge invariant. Note that Tr G†ij =
Tr ∂jP∂iPP = Tr Gji so the symmetric part of Tr Gij is real and the anti-symmetric part is imaginary. We now
separate Tr Gij into symmetric and anti-symmetric parts:

Tr Gij = gij −
i

2
fij , gij =

1

2
Tr P{∂iP, ∂jP}, fij = iTr P [∂iP, ∂jP ] (B7)

where gij is the quantum metric and fij is the Berry curvature. The choice of the explicit 1/2 in gij is conventional.
Because fij is anti-symmetric, it can be integrated as a differential form without a metric [1]:∫

BZ

1

2
fij dk

i ∧ dkj =

∫
BZ

f12 dk
1dk2 = 2πC (B8)

where C ∈ Z is the Chern number. We now turn out attention to the quantum metric. There is slightly simpler
expression using the identities {P, ∂iP} = ∂iP (derived from P 2 = P ) and Tr A{B,C} = Tr B{A,C}, from which we
find

gij =
1

2
Tr P{∂iP, ∂jP} =

1

2
Tr ∂iP∂jP . (B9)

Strikingly, this expression shows that the quantum metric gij is simply the induced metric (or pullback) from the
Euclidean space of Norb × Norb matrices. To see this, recall that the induced metric is usually written gij(x) =
∂iX

µ∂jX
ν g̃µν where X is an embedding map from a manifold parameterized by x to a different manifold parameterized

by x with metric g̃. The metric g̃ defines a natural “induced metric” gij(x) through the embedding. Here we identify
Pαβ(k) as the embedding, and g̃αβ,σρ = δαρδβσ as the metric corresponding to the Frobenius norm.

We now obtain a scalar (coordinate-independent quantity) by contracting the quantum metric with the inverse
coordinate metric on the BZ: ηijgij = gii . Integrating over the BZ in analogy to the Berry curvature in Eq. (B8), we
define the dimensionless number

G =

∫
d2k

(2π)2

√
det η gii =

∫
dk1dk2

(2π)2Ωc

1

2
ηijTr ∂iP∂jP . (B10)

The first expression in Eq. (B10) is a coordinate-invariant expression, noting that
∫
d2k
√

det η = (2π)2|b1 × b2| =
(2π)2/Ωc is the invariant area of the BZ, and the second writes the integral in terms of the dimensionless lattice
momenta ki ∈ (−π, π). Briefly, we remark that the quantum geometric tensor is positive semi-definite giving lower
bound on gii in terms of |f12| [23]. However, these bounds are not of interest in this work because fragile and OWC
phases can have vanishing Berry curvature. In fact, the quantum metric itself is positive semi-definite. This is easily
seen by checking

vigijv
j =

1

2
Tr vi∂iP∂jPv

j =
1

2
||vi∂iP ||2 ≥ 0 ∀vi (B11)

where vi is a real 2D vector and ||A||2 = Tr A†A is the Frobenius norm. In any state where P (k) is not constant in k,
∂iP will make a nonzero contribution to gij . We will show that the symmetry data of a fragile or OAL phase requires
the projector to change between different high symmetry points in the BZ, which we exploit to give lower bounds in
App. E. To give an example, we consider the 1D dimerized chain with two atoms per unit cell at locations δ1, δ2 with
the real space Hamiltonian

H =
∑
R

tc†R,2cR,1 + t′c†R+1,1cR,2 + h.c. . (B12)
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We keep the orbital locations δ1, δ2 general so it is clear that the choice of unit cell does not matter. Fourier
transforming, the momentum space Hamiltonian is

h(k) =

(
0 t′e−ik(1+δ1−δ2)

te−ik(δ2−δ1)

)
+ h.c. =

(
0 ∗

e−ik(δ1−δ2)(t+ eikt′) 0

)
(B13)

which has a nontrivial embedding matrix V (G) = diag(e−iGδ1 , e−iGδ2). The energies are ±|t+ eikt′| with eigenvectors

U±(k) =

(
e−ikδ1

e−ikδ2

)( ±1
eiθ(k)

)
/
√

2, eiθ(k) =
t+ t′eik

|t+ t′eik| . (B14)

It is now direct to compute the occupied band projector P (k) = U−(k)U†−(k) and the superfluid weight:

G =

∫
dk

2π

1

2
Tr ∂kP (k)∂kP (k) =

∫
dk

2π

1

2
||∂kP (k)||2 =

1

4

∫
dk

2π

(
θ′(k) + δ1 − δ2

)2
. (B15)

Note that in 1D, the superfluid weight (or Drude weight) has dimensions of length, but we set the lattice constant to
one for ease. To see how the obstructed phase has nonzero G (while the trivial phase has G = 0), it is sufficient to go
to the inversion symmetric case where δ1 = −δ, δ2 = +δ. We can compute the Berry connection

A(k) = −iU†∂kU =
1

2
(θ′(k)− δ1 − δ2) =

1

2
θ′(k) (B16)

which is the projected position operator into the occupied band at momentum k. (Note that θ(k) has a branch cut
that corresponds to the ambiguity of the position operator mod 1). We can interpret A(k) as the Wannier center of
the electron at a given momentum. Rewriting Eq. (B15), we find

G =

∫
dk

2π

(
A(k)− δ

)2
(B17)

which shows plainly that G is minimized when A(k) (the Wannier center) is as close to δ (the orbital location) as
possible. If A(k) 6= δ, then the model is in an obstructed phase and G is nonzero. As a simple check, we set t′ = 0
where we find θ′(k) = A(k) = 0 from Eq. (B14). Then G = δ2 which is only nonzero when δ = 0, exactly when the
Wannier center and the orbital are in the same location. Otherwise, the phase is obstructed and G 6= 0.

For completeness, we also include an exact expression for all t, t′ > 0, |δ| ≤ 1/2:

G =

∫
dk

2π

1

2
||∂kP (k)||2 =

∫
dk

2π

(
t′2 + tt′ cos k − 2(t2 + t′2 + 2tt′ cos k)δ

2(t2 + t′2 + 2tt′ cos k)

)2

=
1

16

(
(1− 4δ)2 + (8δ − 1)sign(t− t′) +

2t′2

(t+ t′)|t− t′|

)
.

(B18)

The discontinuities occur at the gap closing t = t′.

3. Projector Formula for Numerical purposes

In this section, we derive a convenient numerical formula for G defined in Eq. (B10). It has roughly the same
computational complexity as a Wilson loop, which requires the projectors P (k) on a fine mesh over the BZ [89].

We have derived the expression

G =

∫
d2k

(2π)2

√
det η gii =

∫
dk1dk2

(2π)2Ωc

1

2
δµνTr ∂µP∂νP (B19)

where in the last line we used crystalline coordinates as a chart on the BZ, but we evaluated gµµ in cartesian coordinates
where ηµν = δµν is diagonal, so there are only two terms in the µν sum. Recall that the derivatives are numerically
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stable because P (k) is gauge invariant. Thus we can derive a simple point-split expression:

1

2
Tr (∂kxP )2 =

1

2ε2
Tr (P (k + εx̂)− P (k))

2

=
1

2ε2
Tr
(
P (k + εx̂)2 + P (k)2 − {P (k + εx̂), P (k)}

)
=

1

2ε2
Tr (P (k + εx̂) + P (k)− {P (k + εx̂), P (k)})

=
1

2ε2
(2Nocc − 2Tr P (k + εx̂)P (k))

=
1

ε2
(Nocc − Tr P (k + εx̂)P (k))

(B20)

where we used P (k)2 = P (k) and Tr P (k) = Nocc. If we choose an L× L grid for k on the BZ, then we find

G =
1

ΩcL2

∑
k

1

ε2
(Nocc − Tr P (k + εx̂)P (k) +Nocc − Tr P (k + εŷ)P (k))

=
2Nocc

ε2Ωc
− 1

ε2ΩcL2

∑
k

Tr P (k) (P (k + εx̂) + P (k + εŷ))

(B21)

which we find numerically converges very rapidly. In particular, if one choose ε = 1/L, then G can be computed from
only L2 evaluations of P (k) on the BZ mesh.

Appendix C: Superfluid Weight from auxiliary-field Monte Carlo simulations

To compute Ds(T ), we introduce an external electromagnetic field via its electromagnetic potential A and Peierls
substitution: tRαR′β → tRαR′β exp[iA · (R + rα −R′ − rβ)] = tRαR′β(A). Here, R = R1a1 +R2a2 with R1, R2 ∈ Z
is the position of the unit cell, rα is the position of the orbital α inside the unit cell [17]. We can then expand H(A)
up to second order in A (here ij are cartesian indices):

H(A) = H + jpi Ai +
1

2
TijAiAj , (C1)

where jpi is the paramagnetic current operator and TijAj is the diamagnetic current operator. These operators are
defined as jpi =

∑
R j

p
i (R) with

jpi (R) =
∑
αR′βσ

∂tRαR′β(A)

∂Ai
c†RασcR′βσ, (C2)

and

Tij =
∑

RαR′βσ

∂2tRαR′β(A)

∂Ai∂Aj
c†RασcR′βσ. (C3)

The superfluid weight characterizes the zero-frequency, long-wavelength response to the external field, Ji =
−4[Ds]ijAj . It is given by (see Refs. 98 and 99)

[Ds]ij =
1

4Ωc

[
〈Tij〉 − Λij(k‖ = 0, k⊥ → 0, iωm = 0)

]
, (C4)

where k‖(⊥) is the momentum component parallel (perpendicular) to A, and 〈·〉 represents the expectation value
over the many-body ground state at temperature T . Here, Λij(k, ω) is the paramagnetic current susceptibility in
momentum and frequency space:

Λij(k, iωm) =

∫ β

0

dτeiωmτ
〈[
jpi (k, τ), jpj (−k, 0)

]〉
, (C5)

with ωm = 2πmT , m ∈ Z, and β = 1/kBT the inverse temperature. Note that with the factor 1/4 in Eq. (C4), the
BKT transition occurs at Tc = πD−s /2, where D−s is the superfluid weight at the critical temperature approached
from below [61]. In the simulations, we consider Ds = [Ds]yy = 1

2 trDs and a gauge potential A = Aŷ.
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Appendix D: Superfluid Weight from Mean-Field Theory

We now want to obtain the superfluid weight in the mean-field regime. As a first step, we carefully derive the
Bogoliubov-de Gennes (BdG) Hamiltonian obtained from mean-field decoupling of an attractive interaction in the
pair channel.

We neglect FFLO order and consider exclusively pairing between electrons with opposite spin and momentum k
and −k. We further consider an interaction diagonal in orbital space:

H =
∑
kαβσ

[hσ(k)− µ1]αβc
†
kασckβσ − |U |

∑
kα

c†kα↑c
†
−kα↓c−kα↓ckα↑ (D1)

and perform the mean-field decoupling:

∆α(k) = −|U |〈c−kα↓ckα↑〉. (D2)

The BdG Hamiltonian is then:

HBdG =
∑
kαβ

[h↑(k)− µδαβ ]αβc
†
kα↑ckβ↑ −

∑
kαβ

[h↓(−k)− µδαβ ]αβc−kβ↓c
†
−kα↓ +

∑
kαβ

[h↓(k)− µδαβ ]αβδαβ

+
∑
kα

(
∆α(k)c†kα↑c

†
−kα↓ + ∆∗α(k)c−kα↓ckα↑

)
=
∑
k

Ψ†k

(
h↑(k)− µ ∆(k)

∆†(k) −[h↓(−k)]T + µ

)
Ψk +

∑
k

Tr(Ek − µ)

=
∑
k

Ψ†k

(
h↑(k)− µ ∆(k)

∆†(k) −h↑(k) + µ

)
Ψk +

∑
k

Tr(Ek − µ)

=
∑
k

Ψ†kHkΨk +
∑
k

Tr(Ek − µ).

(D3)

In the last line we used h↑(k) = h∗↓(−k), due to time-reversal symmetry, and introduced the Nambu spinor Ψk =

(ck1↑, ck2↑, ..., c
†
−k1↓, c

†
−k2↓, ...)

T which has 2Norb components. Ek is a diagonal matrix, whose eigenvalues are the

single-particle energies En(k): Ek = U†(k)h↑(k)U(k), with U(k) the matrix that diagonalizes the free fermion-

Hamiltonian. In our model, we have Ek = E
(↑)
k = E

(↓)
−k.

Here, we assumed ∆(k) = diag(∆1(k), . . . ,∆Norb
(k)). The zero-temperature gap at the mean-field level can be

obtained self-consistently:

∆α =
1

Nc

∑
k

∆α(k) = −|U |
Nc

∑
nk

θ[εn(k)] 〈nk| ∂∆α
HBdG(k) |nk〉 , (D4)

where Nc is the number of unit cell. We restrict to a spatially uniform ansatz for ∆α, n is the Bogoliubov band
label, and HBdG(k) |nk〉 = εn(k) |nk〉. θ[εn(k)] is the zero-temperature Fermi-Dirac distribution where only negative
Bogoliubov eigenenergies are occupied. Together with the gap equation, the chemical potential µ is set to satisfy the
number equation:

Nocc =
∑
nk

θ[εn(k)]. (D5)

1. Uniform pairing and BCS ground state

As a first step we justify why the BdG Hamiltonian might be a good starting point for the zero temperature
superfluid weight in our flat-band model.

Consider an isolated flat band with Wannier functions Wασ(R − R′), where α indicates the orbital, σ the spin,
and R, R′ are the position of the unit-cells R = R1a1 + R2a2 and R′ = R′1a1 + R′2a2, with R1, R2, R

′
1, R

′
2 ∈ Z.

Due to time-reversal symmetry, we have [Wα↑(R−R′)]∗ = Wα↓(R−R′) and in the following we will drop the spin
index and refer to Wα(R−R′) = Wα↑(R−R′). Note that these Wannier functions are eigenstates of the flat-band
single-particle Hamiltonian [51].
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Given the Wannier functions, we can check whether they have the same weight on all orbitals:

nφα =
∑
R

|Wα(R)|2 =
∑
R

παα(0), (D6)

where we introduced the real-space projector onto the flat band:

παβ(R−R′) =
∑
R′′

Wα(R−R′′)W ∗β (R′ −R′′). (D7)

If nφα = nφ for all α over which the Wannier function has nonzero weight, we say that the band satisfies the uniform
pairing condition [51].

The uniform pairing condition is of prominent importance once we consider an attractive local interaction:

Hint = −|U |
∑
Rα

c†Rα↑c
†
Rα↓cRα↓cRα↑. (D8)

Let us define the field operator projected into the flat band:

c̄Rασ =
∑
R′

Wασ(R−R′)dR′σ, (D9)

where we introduced the annihilation operator of the Wannier orbital of the flat band:

dRσ =
∑
R′,β

W ∗β,σ(R′ −R)cR′βσ. (D10)

With the help of the projection operator, we can define the projected field operators in terms of the original ones as:

c̄Rα↑ =
∑
R′β

παβ(R−R′)cR′β↑. (D11)

Note that cRασ, c†Rασ and dRσ, d†Rσ satisfy the standard fermionic anti-commutation relations. The projected
operators, on the other hand, obey [51]:

{c̄Rα↑, c̄†R′β↑} = παβ(R−R′), {c̄Rα↓, c̄†R′β↓} = π∗αβ(R−R′), (D12)

with the other anti-commutators trivial, and we define n̄Rασ = c̄†Rασ c̄Rασ as the projected number operator.
We now consider the interacting Hamiltonian projected onto the flat band:

H̄int = −|U |
∑
Rα

n̄Rα↑n̄Rα↓, (D13)

and we show that, when the uniform pairing condition is satisfied, the BCS wave function is an exact ground state at
zero temperature for the Hamiltonian projected into the flat bands [51].

The BCS wave function in real space is given by:

|Ψ〉 = uL
2

exp
( v
u
b†0

)
|0〉 =

∏
R

(
u+ vd†R↑d

†
R↓

)
|0〉 , (D14)

where u =
√

1− ν and v =
√
ν with ν is the filling of the flat band [23] and

b†0 =
∑
R′

d†R′↑d
†
R′↓. (D15)

The operator b†0 commutes with the projected spin operator S̄zRα = (n̄Rα↑ − n̄Rα↓)/2 [51]. Hence, the BCS
wavefunction is a zero energy eigenstate of the positive semidefinite Hamiltonian:

H̄ ′int =
|U |
2

∑
Rα

(n̄Rα↑ − n̄Rα↓)2
. (D16)
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We further have that [51]

H̄ ′int =
|U |
2

∑
Rα

παα(0) (n̄Rα↑ + n̄Rα↓)− |U |
∑
Rα

n̄Rα↑n̄Rα↓. (D17)

The first term is generically an orbital dependent potential, whereas the second term is exactly Eq. (D13). If the
uniform pairing condition is satisfied, the first term becomes a simple energy shift proportional to the number of
particles in the flat bands, i.e., a chemical potential. Therefore, if the uniform pairing condition is satisfied, the BCS
wave function is an exact zero-temperature ground state of the attractive Hubbard attractive model projected into
the flat band with energy:

εBCS

L2
= (2E0 − nφ|U |) ν, (D18)

where E0 is the flat band energy.

2. Superfluid weight from the multi-band mean-field

After justifying the use of the mean-field theory at zero temperature, here we numerically compute the superfluid
weight of the multi-band BdG Hamiltonian from the response function of the current operators to an external gauge
potential A, as described in App. C [49]. The gauge potential couples exclusively to the kinetic part of the Hamiltonian:

HBdG =
∑
k

Ψ†k

(
h↑(k−A)− µ ∆ (k)

∆†(k) −h↑(k + A) + µ

)
Ψk +

∑
k

Tr(Ek−A − µ)

=
∑
k

Ψ†kHk(A)Ψk +
∑
k

Tr(Ek−A − µ).
(D19)

We compute Ds(T = 0) from the Kubo formula of Eq. (C4). Here, the diamagnetic part is

[T ]ij =
∑
kn

θ[εn(k)] 〈nk| ∂ki∂kjHBdG(k,∆ = 0) |nk〉 (D20)

and the paramagnetic current susceptibility is

[Λ]ij =
∑
knm

θ[εn(k)]− θ[εm(k)]

εn(k)− εm(k)
〈nk| ∂kiHBdG(k,∆ = 0)γz |mk〉 〈mk| γz∂kjHBdG(k,∆ = 0) |nk〉 , (D21)

where the pre-factor is zero when εn(k) = εm(k), HBdG(k,∆ = 0) indicates the Hamiltonian of Eq. (D19) with

∆(k) = 0, γz =

(
1 0
0 −1

)
⊗ 1 accounts for the opposite charge of holes and particles, and i, j are spatial indices.

As before, in our simulations we only compute Ds = [Ds]yy. Namely, the C3 symmetry of our model imposes

[C−1
3 DsC3]ij = [Ds]ij which sets [Ds]xx = [Ds]yy and [Ds]xy = 0 because [Ds]ij is symmetric. We can then consider

a gauge potential A = Aŷ and identify 1
2 [Ds]

i
i=Ds.

We self-consistently solve the BdG Hamiltonian of Eq. (D19) and numerically compute the superfluid weight for
|U | = 4 and |t| = 6 from Eqs. (D20) and (D21). Note that we are not in the limit |U | � |t|, where a projection on the
flat band would be rigorously justified. The yellow star in Fig. 3 of the Main Text shows the result of this numerical
multi-band mean-field calculation.

3. Superfluid weight upon projection on isolated flat band

To make analytical progress, we consider the problem projected into the flat band [23, 50]. As a first step, we
diagonalize the BdG Hamiltonian in the presence of a gauge potential A:

εk(A) = W †k(A)Hk(A)Wk(A), (D22)
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where εk(A) is a diagonal matrix whose eigenvalues εnk(A) are the Bogoliubov bands. We then compute the free
energy in the presence of an external gauge potential Ω(A):

Ω(A) =
∑

k,εnk(A)<0

εnk(A) +
∑
k

Tr (Ek−A − µ)

=
1

2

∑
k

 ∑
εnk(A)<0

εnk(A) +
∑

εnk(A)>0

εnk(A) +
∑

εnk(A)<0

εnk(A)−
∑

εnk(A)>0

εnk(A)


+
∑
k

Tr (Ek−A − µ)

=
1

2

∑
nk

εnk(A)− 1

2

∑
nk

|εnk(A)|+
∑
k

Tr (Ek−A − µ)

=
1

2

∑
k

Tr (Hk(A))− 1

2

∑
nk

|εnk(A)|+
∑
k

Tr (Ek−A − µ)

=
1

2

(∑
k

Tr (Ek−A − µ)−
∑
k

Tr (Ek+A − µ)

)
− 1

2

∑
nk

|εnk(A)|+
∑
k

Tr (Ek−A − µ)

= −1

2

∑
nk

|εnk(A)|+
∑
k

Tr (Ek−A − µ) .

(D23)

For exactly flat bands, the term
∑

k Tr (Ek−A − µ) does not depend on momentum and hence it does not contribute
to the superfluid weight.

Now consider a change of basis that diagonalizes the kinetic part of the BdG Hamiltonian. The off-diagonal block
is then given by

Dk(A) = U†(k−A)∆(k)U(k + A) = ∆U†(k−A)U(k + A), (D24)

where the unitary matrix U(k) diagonalizes the kinetic term at momentum k and we assumed ∆α(k) = ∆.
If the ratio |U |/δ is sufficiently small, with δ the energetic gap between the flat band of interest and the other

bands, we can solve the Hamiltonian by projecting onto the flat bands at energy ε0. Take Ũ(k) to be the projection
of U(k) onto the flat band, we have [50]

H̃k(A) =

(
E0 − µ D̃k(A)

D̃†k(A) −E0 + µ

)
(D25)

with

D̃k(A) = ∆Ũ†(k−A)Ũ(k + A). (D26)

The eigenvalues of the projected BdG Hamiltonian can be obtained by taking its square [50]:

H̃2
k(A) =

(
(E0 − µ)2 + D̃k(A)D̃†k(A) 0

0 (E0 − µ)2 + D̃†k(A)D̃k(A)

)
. (D27)

Denote by λnk(A) and ϕnk(A) the eigenvalues of the matrices D̃k(A)D̃†k(A) and D̃†k(A)D̃k(A), respectively. These
matrices are Hermitian and semi-positive definite. Therefore, the eigenvalues of the projected BdG Hamiltonian
satisfy ε2nk(A) = (E0− µ)2 + λnk(A) when 1 ≤ n ≤ NF and ε2nk(A) = (E0− µ)2 +ϕnk(A) when NF + 1 ≤ n ≤ 2NF ,
where NF is the number of flat bands in the system.

We readily obtain the free energy as:

Ω(A) = −1

2

∑
nk

|εnk(A)|+ E0 − µ

= −1

2

∑
nk

(√
(E0 − µ)2 + λnk(A) +

√
(E0 − µ)2 + ϕnk(A)

)
+ E0 − µ .

(D28)
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Note that the free energy Ω is extensive because there are L2 terms in the sum when discretized on an La1 × La2

crystal. To derive the superfluid weight, we take the second derivative [50]:

[Ds]ij =
1

4L2|a1 × a2|
∂2Ω(A)

∂Ai∂Aj

∣∣∣∣∣
A=0

= − 1

16L2|a1 × a2|
∑
nk

(
∂Ai∂Ajλnk(A)√

(E0 − µ)2 + λnk(0)
− ∂Aiλnk(A)∂Ajλnk(A)

2 [(E0 − µ)2 + λnk(0)]
3/2

+
∂Ai∂Ajϕnk(A)√

(E0 − µ)2 + ϕnk(0)
− ∂Aiϕnk(A)∂Ajϕnk(A)

2 [(E0 − µ)2 + ϕnk(0)]
3/2

)∣∣∣∣∣
A=0

.

(D29)

Note that with the factor 1/4 in the first line of Eq. (D29), we defined the superfluid weight such that the Kosterlitz-

Thouless transition occurs at Ds(Tc)
kBTc

= 2
π . With our choice of ∆(k), we have λnk(0) = ϕnk(0) = ∆2. Therefore

[Ds]ij = − 1

16

∫
BZ

d2k

(2π)2

∑
n

(
∂Ai∂Ajλnk(A)

EB
+
∂Ai∂Ajϕnk(A)

EB
−∂Aiλnk(A)∂Ajλnk(A)

2E3
B

−∂Aiϕnk(A)∂Ajϕnk(A)

2E3
B

)∣∣∣∣∣
A=0

,

(D30)

with EB =
√

(E0 − µ)2 + ∆2 and the integral is over the physical BZ with volume (2π)2|b1 × b2|, noting that
|b1 × b2|−1 = |a1 × a2| is the unit cell area. We further have

∂A

(
D̃k(A)

) ∣∣
A=0

= ∆
(
−∂kŨ†(k)Ũ(k) + Ũ†(k)∂kŨ(k)

)
, (D31)

∂A

(
D̃†k(A)

) ∣∣
A=0

= ∆
(
∂kŨ

†(k)Ũ(k)− Ũ†(k)∂kŨ(k)
)
. (D32)

Then, the first order derivatives of the products D̃†k(A)D̃k(A) and D̃k(A)D̃†k(A) are zero when evaluated at A = 0.

By the Hellmann-Feynman theorem we have ∂Aiλnk(A)
∣∣
A=0

= ∂Aiϕnk(A)
∣∣
A=0

= 0 and [50]

[Ds]ij = − 1

16EB

∫
BZ

d2k

(2π)2
Tr
[
∂Ai∂Aj

(
D̃k(A)D̃†k(A)

) ∣∣∣
A=0

+ ∂Ai∂Aj

(
D̃†k(A)D̃k(A)

) ∣∣∣
A=0

]
= − 1

16EB

∫
BZ

d2k

(2π)2
∂Ai∂Aj

[
Tr
(
D̃k(A)D̃†k(A) + D̃†k(A)D̃k(A)

)] ∣∣∣∣∣
A=0

= − 1

8EB

∫
BZ

d2k

(2π)2
Tr
[
∂Ai∂Aj

(
D̃k(A)D̃†k(A)

) ∣∣∣
A=0

]
=

∆2√
(E0 − µ)2 + ∆2

∫
BZ

d2k

(2π)2
Tr

[
1

2

(
∂kiŨ

†
k∂kj Ũk + ∂kj Ũ

†
k∂kiŨk

)
+
(
Ũ†k∂kiŨkŨ

†
k∂kj Ũk

)]
.

(D33)

The integrand is the Fubini-Study metric gij(k). Abbreviating ∂ki as ∂i, this is because

gij =
1

2
Tr ∂iP∂jP

=
1

2
Tr ∂i(Ũ Ũ

†)∂j(Ũ Ũ
†)

=
1

2
Tr
(
∂iŨ∂jŨ

† + Ũ∂iŨ
†∂jŨ Ũ

† + ∂iŨ Ũ
†∂jŨ Ũ

† + Ũ∂iŨ
†Ũ∂jŨ

†
)

=
1

2
Tr
(
∂iŨ∂jŨ

† + ∂iŨ
†∂jŨ + Ũ†∂iŨ Ũ

†∂jŨ + ∂iŨ
†Ũ∂jŨ

†Ũ
)

=
1

2
Tr
(
∂iŨ

†∂jŨ + ∂jŨ
†∂iŨ + 2Ũ†∂iŨ Ũ

†∂jŨ
)

(D34)

using ∂iŨ
† Ũ = −Ũ†∂iŨ . It is worth noting from Eq. (D34) that only the diagonal terms of the quantum metric

appear in the superfluid weight due to the trace over the occupied bands.
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The C3 symmetry of our model imposes [C−1
3 DsC3]ij = [Ds]ij . We can then consider, as above, a gauge potential

A = Aŷ and identify 1
2 [Ds]

i
i=Ds. We have

Ds =
∆2

2
√

(E0 − µ)2 + ∆2

∫
d2k

(2π)2
gii(k) (D35)

We can further simplify the equation for the superfluid weight by expresing the chemical potential in terms of the
flat band filling ν. The filling at momentum k is given by |vk|2, with

v2
k =

1

2

(
1− E0 − µ√

(E0 − µ)2 + ∆2

)
, (D36)

where we explicitly took advantage of the fact that the energy is momentum-independent in a flat band and hence vk
is also momentum independent. Therefore, ν = v2

k and

Ds = |∆|
√
ν(1− ν)

∫
d2k

(2π)2
gii(k) (D37)

which is coordinate invariant and gauge invariant under transformations of the eigenvectors.
We can also solve the gap equation that relates ∆ to |U |. This goal can be achieved analytically in the isolated flat

band limit considered here [23]. The gap equation at zero temperature is

∆α = ∆ = −|U |
Nc

∑
nk

ukvk[ŨkŨ
†
k]αα, (D38)

where Nc is the number of unit cell. In the simple case of an isolated flat band uk = u =
√

1− ν and vk = v =
√
ν

[23]. Moreover, since our model satisfies the uniform pairing condition, we have [ŨkŨ
†
k]αα = nφ, where nφ is the

inverse of the number of orbitals over which the flat band has nonzero weight. Finally, we obtain a simple expression
for the superfluid weight projected into the flat band of an attractive Hubbard model:

Ds = |U |nφ
√
ν(1− ν)

∫
d2k

(2π)2
gii(k). (D39)

The superfluid weight obtained for the model studied is shown by the blue cross in Fig. 3 of the main text.

Appendix E: Lower Bounds on the Superfluid Weight from Topological Quantum Chemistry

In this Appendix, we prove general lower bounds on the trace of the quantum metric which depend on the orbitals
of the lattice and the symmetry data. Our strategy is outlined in App. E 1. In App. E 2, we construct lower bounds
in the abelian groups with either rotations or a single mirror when all orbitals are the the center of the unit cell.
Then in App. E 3, we use RSI reduction to tabulate bounds in all 2D space groups. App. E 4 contains two simple
proofs, one of an elementary Frobenius norm inequality and the other of the “concentration lemma” used to perform
an optimization.

1. Outline

The general procedure for obtaining RSI bounds on the superfluid weight follows the same logic as in the Main Text.
The essential pieces are (1) a Fourier transform of P (k) to real space harmonics p(R), (2) taking appropriate linear
combinations of P (k) to isolate symmetry-related harmonics p(R), (3) using a Frobenius norm inequality to bound
the projectors by irrep multiplicities, and (4) minimizing p(R) subject to the irrep constraints. If all orbitals are in
the same location, then these steps follow essentially identically to the Main Text. This is because the embedding
matrix V [G] is proportional to the identity if all orbitals are in the same location, which simplifies many formulas.
In App. E 2, we derive explicit bounds assuming that all orbitals are at the same position which we can take to be
the 1a position (origin) without loss of generality. We emphasize that arbitrary irreps may appear at this position.
The method to obtain these bounds is significantly different than early work which relied on the Chern number and
Euler number [23, 50]. Our bounds are nonzero in obstructed atomic insulators which have zero Berry curvature and
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flat Wilson loop spectra (zero Chern number and Euler number). Our bound is instead formulated in real space and
gives lower bounds on the superfluid weight in all symmetry-protected phases: obstructed atomic, fragile topological,
and stable topological. Expressions for the RSIs in all space groups can be found in Ref. 15. Thus our bounds can be
calculated from only the symmetry data and the location of the underlying orbitals.

Complications arise when orbitals are in general locations because the embedding matrix is nontrivial. In this case,
P (k) is only periodic over the BZ up to an embedding matrix V [G], and the momentum space symmetry operators
V †[gK − K]D[g] depend on the high-symmetry point K. Nevertheless, we obtain bounds in this general case in
App. F. The final form of the bounds is the same: nonzero RSIs off the atomic sites contribute to the superfluid
weight. However, evaluating the bounds requires computing some geometric quantities that depend on the positions
of the orbitals.

2. Lower bounds from Rotational Symmetry and Mirror Symmetry

We first obtain a real space expression for

G =

∫
dk1dk2

(2π)2Ωc

1

2
Tr ∂µP∂µP (E1)

where P (k) is the projector onto the occupied bands (see App. B). Practically, the advantage of the real space
decomposition, i.e. Fourier transforming P (k), is that each term in the expansion (Eq. 14 of the Main Text) has
positive definite coefficients except for a single “zero mode.” From Eq. (A27), we know that P (k) = P (k + G) is
periodic over the BZ when there are only 1a orbitals because the embedding matrix satisfyies V [G] = 1. Thus P (k)
has a Fourier decomposition

P (k) =
∑
R

e−iR·kp(R), p(R) =

∫
dk1dk2

(2π)2
eiR·kP (k) (E2)

defined in terms of the harmonics p(R), which are Norb×Norb matrices, and the lattice vectors R. Note that we use a
continuous BZ, e.g. infinite boundary conditions, in Eq. (E2) because we need momentum space derivatives to define
the quantum metric. However in practice, the integrals can be approximated by sums assuming periodic boundary
conditions. Here and for the rest of this section, we work in crystalline coordinates. For some intuition, recall that
P (k) is the equal-time momentum space Green’s function:

P (k) =
1

2πi

∮
dz

h(k)− z1 (E3)

where the contour surrounds the energies of the occupied bands. Thus the Fourier transform p(R) is just the one-
body Green’s function matrix. We refer to p(R) as the harmonics of P (k). Because D[g]P (k)D†[g] = P (gk) and
P †(k) = P (k), we find that the harmonics obey

D[g]p(R)D†[g] = p(gR), p†(R) = p(−R) (E4)

by plugging into Eq. (E2). Taking norms, we find ||p(R)|| = ||p(−R)|| = ||p(gR)||. Importantly, the harmonics obey
a normalization condition ∑

R

||p(R)||2 =

∫
dk1dk2

(2π)2

dk′1dk′2

(2π)2

∑
R

eiR·(k−k
′)Tr P †(k′)P (k)

=

∫
dk1dk2

(2π)2
Tr P (k)2

=

∫
dk1dk2

(2π)2
Nocc

= Nocc

(E5)

using Tr P (k)2 = Tr P (k) = Nocc. We now transform G to real space:

G =

∫
dk1dk2

(2π)2Ωc

1

2

∑
R,R′

R ·R′eik·(R−R′)Tr p†(R′)p(R) =
∑
R

1

2Ωc
|R|2Tr p†(R)p(R)

=
∑
R

1

2Ωc
|R|2||p(R)||2 .

(E6)
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FIG. 4. C2, C4 Bounds. (a) We label the C2-invariant points in the BZ. (b) By taking linear combinations of P (K), we find
lower bounds for the harmonics at |R| = |a1|, shown in red, blue, and green. Higher harmonics are not shown.

We note that G is dimensionless because Ωc = |a1×a2| and |R|2 have units of area. Eq. (E6) shows that G is entirely
determined by the Bravais lattice and the harmonics (or Green’s function). We now show that the symmetry data
places constraints on ||p(R)||. Our approach is to show that ||p(R)||2 > p for some known p and finite |R|, in which
case G ≥ 1

2 |R|2p.
We first consider the rectangular Bravais lattice first with C2 symmetry. In momentum space, the high-symmetry

points are Γ = (0, 0), X = πb1, Y = πb2,M = πb1 + πb2 which are all symmetric under C2, and Γ,M are symmetric
under C4 (see Fig. 4a). At these momenta, P (k) is constrained by the symmetry data which we consider known.

By taking linear combinations of projectors at these momenta, we find four linearly independent relations

P (Γ) + P (X) + P (Y ) + P (M) =
∑

L=2Za1+2Za2

4p(L) = 4p(0) + . . .

P (Γ)− P (X) + P (Y )− P (M) =
∑

L=(2Z+1)a1+2Za2

4p(L) = 4p(a1) + 4p(−a1) + . . .

P (Γ) + P (X)− P (Y )− P (M) =
∑

L=2Za1+(2Z+1)a2

4p(L) = 4p(a2) + 4p(−a2) + . . .

P (Γ)− P (X)− P (Y ) + P (M) =
∑

L=(2Z+1)a1+(2Z+1)a2

4p(L) = 4(p(a1 + a2) + p(a1 − a2) + p(−a1 + a2) + p(−a1 − a2)) + . . .

(E7)
where we see that the cancelations of the phases have isolated certain sublattices L of the Bravais lattice, illustrated
by keeping the first few terms in the series with the dots corresponding to higher harmonics. The smallest |R| terms
in each sublattices L are shown in Fig. 4b. Note that the last three lines of Eq. (E7) have canceled the p(0) harmonic,
so all terms in the sum have nonzero |R|2. Applying the triangle inequality ||A+ B|| ≤ ||A||+ ||B|| to Eq. (E7), we
obtain

||P (Γ)− P (X) + P (Y )− P (M)|| ≤
∑

L=(2Z+1)a1+2Za2

4||p(L)||

||P (Γ) + P (X)− P (Y )− P (M)|| ≤
∑

L=2Za1+(2Z+1)a2

4||p(L)||

||P (Γ)− P (X)− P (Y ) + P (M)|| ≤
∑

L=(2Z+1)a1+(2Z+1)a2

4||p(L)||

(E8)

which gives lower bounds on the (sum of) nonzero harmonics on the right-hand side. Focusing on the left-hand side,
we invoke the inequality ||A||2 ≥ |Tr SA|2/Rk(A) for all unitary S (proven in App. E 4). Here Rk is the matrix
rank. Choosing S = D[C2] where D[C2] is the (unitary) representation of the C2 operator on the orbitals will allow
us to bound e.g. ||P (Γ)− P (X) + P (Y )− P (M)|| by the symmetry data using the character formulas in Eq. (A25).
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Comparing with the RSI expressions in Ref. 15, we compute

Tr D[C2](P (Γ)− P (X) + P (Y )− P (M)) = m(Γ1)−m(Γ2)−m(X1) +m(X2) +m(Y1)−m(Y2)−m(M1) +m(M2)

= 2m(Γ1)− 2m(X1)− 2m(Y2) + 2m(M2)

= −4δ1b,

Tr D[C2](P (Γ) + P (X)− P (Y )− P (M)) = m(Γ1)−m(Γ2) +m(X1)−m(X2)−m(Y1) +m(Y2)−m(M1) +m(M2)

= m(Γ1)−m(Γ2) +m(X1)−m(X2)−m(Y1) +m(Y2)−m(M1) +m(M2)

= 2m(Γ1) + 2m(X1) + 2m(Y2)−m(M1) +m(M2)− 3Nocc

= −4δ1c + 3m(M1) + 3m(M2)− 3Nocc

= −4δ1c,

Tr D[C2](P (Γ)− P (X)− P (Y ) + P (M)) = m(Γ1)−m(Γ2)−m(X1) +m(X2)−m(Y1) +m(Y2) +m(M1)−m(M2)

= 2m(Γ1)− 2m(X1) + 2m(Y2)− 2m(A2)

= −4δ1d
(E9)

where m(ρ) is the multiplicity of the ρ irrep in little group GK, and we have made use of the compatibility relations
Tr P (K) =

∑
ρ∈GK

m(ρ) dim ρ = Nocc. The RSIs δ1b, δ1c, δ1d ∈ Z are protected by the C2 point group at the 1b =

a1/2, 1c = a2/2, and 1d = a1/2 + a2/2 Wyckoff positions respectively [15]. We also need the basic rank inequalities
Rk(P1 + · · ·+ Pn) ≤ Rk P1 + · · ·+ Rk Pn = nNocc and also Rk(P1 + · · ·+ Pn) ≤ dim(P1 + · · ·+ Pn) = Norb for rank
Nocc projectors Pn. Hence we have the bounds

1√
min{Norb, 4Nocc}

|4δ1b| ≤
∑

L=(2Z+1)a1+2Za2

4||p(L)|| = 8||p(a1)||+ . . .

1√
min{Norb, 4Nocc}

|4δ1c| ≤
∑

L=2Za1+(2Z+1)a2

4||p(L)|| = 8||p(a2)||+ . . .

1√
min{Norb, 4Nocc}

|4δ1d| ≤
∑

L=(2Z+1)a1+(2Z+1)a2

4||p(L)|| = 8||p(a1 + a2)||+ 8||p(a1 − a2)||+ . . .

(E10)

where we used ||p(R)|| = ||p(−R)|| to separate out the lowest harmonics. The constraints in Eq. (E10) provide lower
bounds on G because they show that the sum of the norms of nonzero harmonics is lower bounded, and hence at
least one of the harmonics cannot be zero. Intuitively, we expect a lower bound for G to be obtained if the harmonics
||p(R)|| with the smallest |R|2 saturate Eq. (E10), and all the rest were zero. A simple result called the concentration
lemma shows that this is the case. It is proved in App. E 4 using an optimization argument. Hence a lower bound for
G comes from taking saturating Eq. (E10) on the lowest harmonics (already indicated)

1

2
√

min{Norb, 4Nocc}
|δ1b| = ||p(a1)||

1

2
√

min{Norb, 4Nocc}
|δ1c| = ||p(a2)||

1

2
√

min{Norb, 4Nocc}
|δ1d| = ||p(a1 + a2)||+ ||p(a1 − a2)|| .

(E11)

The first two lines are simple to plug into G for a lower bound. The third line requires one more step because
||p(a1 + a2)|| and ||p(a1 − a2)|| need not be equal with only C2 symmetry. To deal with this, we use the basic fact
that minx+y=c 2(ax2 + by2) = ab

a+bc
2 which can be proven with calculus. With this fact, we use Eq. (E6) to obtain

the bound

G ≥ 1

2|a1 × a2|
(
2|a1|2 · ||p(a1)||2 + 2|a2|2 · ||p(a2)||2 + 2|a1 + a2|2 · ||p(a1 + a2)||2 + 2|a1 − a2|2 · ||p(a1 − a2)||2

)
≥ 1

4 min{Norb, 4Nocc}

(
|a1|2δ2

1b + |a2|2δ2
1c +

|a1 + a2|2|a1 − a2|2
|a1 + a2|2 + |a1 − a2|2

δ2
1d

)
/|a1 × a2|

(E12)
where the explicit factors of 2 in the first line of Eq. (E12) indicate the contributions from symmetry-related harmonics,
e.g. ||p(a1)|| and ||p(−a1)||. We see that any nonzero RSI off the 1a position contributes to a positive lower bound
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for G. We emphasize that the RSIs can be computed for any symmetry data using the expressions in Ref. 15, and
thus Eq. (E12) gives a bound for OAL, fragile, and stable phases.

We next consider improvements to the bound when C4 symmetry is present. In this case, the a1/2 and a2/2
positions are related by C4 and are conventionally called the 2c position, and the a1/2 + a2/2 position, which has a
C4 symmetry, is called the 1b position. There are two ways to get bounds. First, the C2 bounds in Eq. (E12) also
hold in this case. However, we can also use the C4 eigenvalues at the Γ and M points. To cancel the p(0) harmonic,
we use

P (Γ)− P (M) =
∑

L=Z(a1−a2)+(2Z+1)a2

2p(L) = 2p(a1) + 2p(−a1) + 2p(a2) + 2p(−a2) + . . . . (E13)

Consulting the RSI tables in Ref. 15, the C4 trace formulas give

Tr D[C4] (P (Γ)− P (M)) = m(Γ1)−m(Γ2) + im(Γ3)− im(Γ4)−m(M1) +m(M2)− im(M3) + im(M4)

=
(
m(Γ1)−m(Γ2)−m(M1) +m(M2)

)
− i
(
m(M1) +m(M2) + 2(M3)−m(Γ1)−m(Γ2)− 2m(Γ4)

)
= −2δ1b,2 + 2i(δ1b,1 − δ1b,3)

(E14)
where we note there are 3 RSIs δ1b,i ∈ Z at the 1b position and 1 RSI δ2c at the 2c position. Applying the triangle
inequality and using Rk(P (Γ)− P (M)) ≤ min{Norb, 2Nocc} yields

1√
min{Norb, 2Nocc}

| − 2δ1b,2 + 2i(δ1b,1 − δ1b,3)| ≤
∑

L=Z(a1−a2)+(2Z+1)a2

2||p(L)|| = 8||p(a1)||+ . . . (E15)

using ||p(C4R)|| = ||p(R)||. We also need to write down the C2 bounds in Eq. (E11) in terms of the RSIs in the
C4 case. This follows from irrep reduction: the RSIs in the higher symmetry groups reduce to RSIs of the lower
symmetry group [15]. We have

δ
(2)
1b = δ

(2)
1c = δ

(4)
2c , δ

(2)
1d = δ

(4)
1b,1 + δ

(4)
1b,3 − δ

(4)
1b,2

(E16)

where the superscript distinguishes the C2 and C4 RSIs. Reducing the C2 bounds in Eq. (E11), we find

1√
min{Norb, 4Nocc}

|4δ2c| ≤
∑

L=(2Z+1)a1+2Za2

4||p(L)|| = 8||p(a1)||+ . . .

1√
min{Norb, 4Nocc}

|4(δ1b,1 + δ1b,3 − δ1b,2)| ≤
∑

L=(2Z+1)a1+(2Z+1)a2

4||p(L)|| = 16||p(a1 + a2)||+ . . .

(E17)

using ||p(C4R)|| = ||p(R)|| to simplify the expressions. With the concentration lemma given in App. E 4, a lower
bound for G comes from saturating the inequalities Eqs. (E15) and (E17) to find

G ≥ 1

2

(
4|a1|2 · ||p(a1)||2 + 4|a1 + a2|2 · ||p(a1 + a2)||2

)
/|a1 × a2|

≥ max

{
δ2
1b,2 + (δ1b,1 − δ1b,3)2

8 min{Norb, 2Nocc}
,

δ2
2c

2 min{Norb, 4Nocc}

}
+

(δ1b,1 + δ1b,3 − δ1b,2)2

4 min{Norb, 4Nocc}
(E18)

where the max appears because there are two constraints on ||p(a1)||, and we used a1 · a2 = 0. Again we see that
nonzero RSIs off the 1a position give a nontrivial lower bound.

We now move to the cases of C3 and C6. In momentum space, the high-symmetry points are Γ = (0, 0),K =
2π
3 (b1 + b2),K ′ = − 2π

3 (b1 + b2) which are C3 symmetric. K and K ′ are related by C6, and because C3
6 = C2,

X,Y , and M are high-symmetry points and are related by C6 (they are all M points). At these momenta, P (k) is
constrained by the symmetry data which we consider known. By taking linear combinations of projectors at these
momenta, we find three linearly independent relations (generalizing Eq. 16 of the Main Text)

P (Γ) + P (K) + P (K ′) =
∑

L=(2a1+a2)Z+(a1+2a2)Z

3p(L) = 3p(0) + . . .

P (Γ) + e−
2πi
3 P (K) + e

2πi
3 P (K ′) =

∑
L=(2a1+a2)Z+(a1+2a2)Z+a1

3p(L) = 3p(a1) + 3p(a2) + 3p(−a1 − a2) + . . .

P (Γ) + e
2πi
3 P (K) + e−

2πi
3 P (K ′) =

∑
L=(2a1+a2)Z+(a1+2a2)Z−a1

3p(L) = 3p(−a1) + 3p(−a2) + 3p(a1 + a2) + . . .

(E19)
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FIG. 5. C3 Bounds. (a) We label the C3-invariant points in the BZ. (b) By taking linear combinations of P (K), we find lower
bounds for the harmonics at |R| = |a1|, shown in red and blue. Higher harmonics are not shown.

where we see that the cancelations of the phases have isolated certain sublattices L of the Bravais lattice, illustrated
by keeping the first few terms in the series with the dots corresponding to higher harmonics. The smallest |R| terms
in each sublattices L are shown in Fig. 4b. Note that the last two lines of Eq. (E19) have canceled the p(0) harmonic,
so all terms in the sum have nonzero |R|2. Applying the triangle inequality ||A+B|| ≤ ||A||+ ||B|| to Eq. (E19), we
obtain

||P (Γ) + e−
2πi
3 P (K) + e

2πi
3 P (K ′)|| ≤

∑
L=(2a1+a2)Z+(a1+2a2)Z+a1

3||p(L)||

||P (Γ) + e
2πi
3 P (K) + e−

2πi
3 P (K ′)|| ≤

∑
L=(2a1+a2)Z+(a1+2a2)Z−a1

3||p(L)||
(E20)

which gives lower bounds on the (sum of) nonzero harmonics. Focusing on the left-hand side, we invoke the inequality
||A||2 ≥ |Tr SA|2/Rk(A) for all unitary S (proven in App. E 4). Choosing S = D[C3], using the character formulas in
Eq. (A25), and comparing with the RSI expressions in Ref. 15, we compute

Tr D[C3](P (Γ) + e−
2πi
3 P (K) + e

2πi
3 P (K ′)) = m(Γ1) + e

2πi
3 m(Γ2) + e−

2πi
3 m(Γ3)

+ e−
2πi
3 m(K1) +m(K2) + e

2πi
3 m(K3)

+ e
2πi
3 m(K ′1) +m(K ′2) + e−

2πi
3 m(K ′3)

=
√

3(ei
5π
6 m(Γ2) + e−i

5π
6 m(Γ3)− im(K1) + e−i

π
6m(K2) + im(K ′1) + ei

π
6m(K ′2))

= 3(e
2πi
3 δ1b,1 + e−

2πi
3 δ1b,2)

Tr D[C3](P (Γ) + e
2πi
3 P (K) + e−

2πi
3 P (K ′)) = m(Γ1) + e

2πi
3 m(Γ2) + e−

2πi
3 m(Γ3)

+ e
2πi
3 m(K1) + e−

2πi
3 m(K2) +m(K3)

+ e−
2πi
3 m(K ′1) + e

2πi
3 m(K ′2) +m(K ′3)

=
√

3(
√

3m(Γ1) + ei
π
6m(Γ2) + e−i

π
6m(Γ3)

+ ei
5π
6 m(K1) + e−i

5π
6 m(K2) + e−i

5π
6 m(K ′1) + ei

5π
6 m(K ′2))

= 3(e
2πi
3 δ1c,1 + e−

2πi
3 δ1c,2)

(E21)
where m(ρ) is the multiplicity of the ρ irrep in little group GK, and we have made use of the compatibility relations
Tr P (K) =

∑
ρ∈GK

m(ρ) dim ρ = Nocc. The RSIs δ1b,1, δ1b,2, δ1c,1, δ1c,2 ∈ Z are protected by the C3 point group at

the 1b = 1
3a1 + 2

3a2 and 1c = 2
3a1 + 1

3a2 Wyckoff positions [15]. Using the rank inequalities, we have the bounds

1√
min{Norb, 3Nocc}

|3(e
2πi
3 δ1b,1 + e−

2πi
3 δ1b,2)| ≤

∑
L=(2a1+a2)Z+(a1+2a2)Z+a1

3||p(L)|| = 9||p(a1)||+ . . .

1√
min{Norb, 3Nocc}

|3(e
2πi
3 δ1c,1 + e−

2πi
3 δ1c,2)| ≤

∑
L=(2a1+a2)Z+(a1+2a2)Z−a1

3||p(L)|| = 9||p(−a1)||+ . . .

(E22)
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where we used ||p(R)|| = ||p(−R)|| due to p(−R) = p†(R) to separate out the lowest harmonics. An interesting
feature of the C3 case is that ||p(−a1)|| = ||p(a1)|| because p(−R) = p†(R), even though the vectors a1 and −a1 are
not related by symmetry. Applying the concentration lemma and saturating the inequalities, we find (generalizing
Eq. 22 of the Main Text)

G ≥ 1

2|a1 × a2|
(6|a1|2 · ||p(a1)||2) ≥ 2

3
√

3 min{Norb, 3Nocc}
max

{
δ2
1b,1 − δ1b,1δ1b,2 + δ2

1b,2, δ
2
1c,1 − δ1c,1δ1c,2 + δ2

1c,2

}
(E23)

where we used |a1|2/|a1 × a2| = 2/
√

3. As usual, these bounds show that any RSI off the 1a position will contribute
to a lower bound.

We now consider C6 symmetry. In fact, C6 does not introduce any new bounds beyond the C3 = C2
6 and C2 = C3

6

bounds because only the Γ point has C6 irreps. To obtain our bounds, we needed to take linear combinations of
projectors at different high-symmetry points. Therefore with C6, we just reduce the RSIs to the C2 and C3 cases. C6

sets δ
(6)
2b,i = δ

(3)
1b,i = δ

(3)
1c,i and δ

(6)
3c,1 = δ

(2)
1b,1 = δ

(2)
1c,1 = δ

(2)
1d,1. The constraints in Eqs. (E11) and (E22) become

1√
min{Norb, 3Nocc}

|3(e
2πi
3 δ2b,1 + e−

2πi
3 δ2b,2)| ≤

∑
L=(2a1+a2)Z+(a1+2a2)Z+a1

3||p(L)|| = 9||p(a1)||+ . . .

1√
min{Norb, 4Nocc}

|4δ3c| ≤
∑

L=(2Z+1)a1+2Za2

4||p(L)|| = 8||p(a1)||+ . . . .

(E24)

Using the concentration lemma, we find that

G ≥ 1

2|a1 × a2|
(6|a1|2 · ||p(a1)||2) ≥ 2√

3
max

{
δ2
2b,1 − δ2b,1δ2b,2 + δ2

2b,2

3 min{Norb, 3Nocc}
,

δ2
3c,1

4 min{Norb, 4Nocc}

}
. (E25)

This completes the bounds for the rotational symmetries. We now need to discuss mirror symmetries. If the only
symmetry of the model is a mirror then we can use a new approach because mirror is quasi-1D symmetry. Note that
the only groups with a mirror and no rotation are pm and cm. We only consider pm because cm has only a single
high-symmetry Wyckoff position, and thus has no OWC phases.

Mirror symmetry is quasi-1D because it only acts nontrivially on one spatial component. Its Wyckoff positions
and high-symmetry lines in the BZ are one-dimensional and lie parallel to the mirror axis. For this reason, the M
irreps provide much more data about the projectors than the rotation symmetries, which only provide information
at high-symmetry points. Without loss of generality, we choose the mirror plane such that Mx̂ = −x̂ and P (Mk) =
D[M ]P (k)D†[M ]. A bound follows immediately:

G =
1

2

∫
dkxdky
(2π)2

Tr
(
(∂kxP )2 + (∂kyP )2

)
≥ 1

2

∫
dkxdky
(2π)2

Tr (∂kxP )2

=
1

2π

∫
dky
2π

∫ π

0

dkx||∂kxP ||2

≥ 1

2π

∫
dky
2π

∣∣∣∣∣∣∣∣∫ π

0

dkx∂kxP

∣∣∣∣∣∣∣∣2
=

1

2π

∫
dky
2π
||P (π, ky)− P (0, ky)||2

≥ 1

2πmin{2Nocc, Norb}

∫
dky
2π
|Tr D[M ](P (π, ky)− P (0, ky))|2

(E26)

where the inequality in the third line is Cauchy-Schwartz, and the inequality in the last line is ||A||2 ≥ |Tr SA|2/Rk(A)
with A = P (π, ky)−P (0, ky) and S = D[M ]. In a gapped band structure, the mirror eigenvalues cannot change along
the high symmetry lines Γ̄ = (0, ky) and X̄ = (π, ky). Thus |Tr D[M ](P (π, ky) − P (0, ky))| = |m(X̄1) − m(X̄2) −
(m(Γ̄1)−m(Γ̄2))| = 2|m(Γ̄2)−m(X̄2)| is independent of ky. Here Γ1, X1 are the +1 mirror irreps and Γ2, X2 are the
odd mirror irreps. We also used m(X̄1/Γ̄1) = Nocc −m(X̄2/Γ̄2). Plugging in, we find

G ≥ 2|m(Γ̄2)−m(X̄2)|2
πmin{2Nocc, Norb}

=
2δ2

1b

πmin{2Nocc, Norb}
(E27)

where we used the definition of δ1b, the RSI at the 1b = x̂/2 position, from Ref. 15. Our argument here is similar to

the winding number bound from Ref. 51, which finds that in 1D, G ≥ W 2

Nocc
where W is a winding number protected

by chiral symmetry.
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3. Tables

The bounds we have obtained for orbitals at the 1a position depend only on the RSIs (which are equivalent to the
symmetry data) and the filling numbers of the model Nocc or Norb. As such, our bounds apply to OWCs and fragile
topological phases, greatly expanding upon the Chern number and Euler number bounds. However, we point out that
our bounds are not saturated and we expect that they can be improved by overall numerical factors as discussed in
the Main Text. We suspect that a more careful use of the constraints on p(R) is required, and would be worthy of
future work.

We now give tables for the lower bounds in all 2D wallpaper groups with and without time reversal symmetry (TRS,
denoted 1′), with and without spin-orbit coupling (SOC). (In the non-symmorphic groups with a glide symmetry,
there are no multiplicity 1 Wyckoff positions, so we exclude these cases.) The tables below are obtained by reducing
the RSIs protected by Cn in the presence of mirrors and TRS. For instance in p3 which has C3 symmetry, there are two
RSIs δ1b,1, δ1b,2 at the 1b position. Written in terms of Wannier function irreps A, 1E, 2E at the 1b site, the RSIs are
δ1b,1 = m(1E)−m(A), δ1b,2 = m(2E)−m(A). If mirror symmetry is added at the 1b site, the irreps becomeA and 1E2E

which is two dimensional. The two RSIs with C3 are reduced to a single RSI δ1b,1 = δ1b,2 → δ
(3m)
1b,1 = m(1E2E)−m(A).

Ref. 15 proves that the RSIs in 2D all groups can be obtained by reduction from the Cn subgroup. Note that without
mirrors or time-reversal, the rotation groups with and without SOC are identical (up to an overall factor). However,
the reductions are different for groups with and without SOC. Formulas to compute the RSIs from the symmetry
data can be found in Ref. 15.

Briefly, we give an example of how our bounds may be applied to fragile and stable topological insulators, in addition
to OWCs. We pick p2 as an illustrative example where our bound in Eq. (E12) is

G ≥ 1

4 min{Norb, 4Nocc}
(
δ2
1b + δ2

1c + δ2
1d

)
(E28)

taking a square unit cell |a1| = |a2| and a1 · a2 = 0 for convenience.
First, we study a two-band Chern insulator with symmetry data Γ1 + X1 + Y1 + M2. This symmetry data must

have an odd Chern number because it has an odd number of ρ2 irreps in the BZ. Using the tables in Ref. 15, we
calculate δ1a = δ1b = δ1c = −1/2 and δ1d = 1/2. Thus our bound is

G ≥ 1

4 · 23

(
1

2

)2

=
3

32
= .09375 . (E29)

We can compare this to the Chern number bound obtained in Ref. 23, which is

G ≥ |C|
2π

= .159 . . . (E30)

for the lowest odd Chern number C = 1, which is larger by less than a factor of 2. We now consider a four-band fragile
insulator with band structure 2Γ1 + 2X1 + 2Y1 + 2M2, which could be obtained by stacking a C = 1 Chern insulator
with its time-reversed copy. In this case the total Chern number is zero. However, the RSIs are δ1a = δ1b = δ1c = −1
and δ1d = 1, so our bound is nonzero:

G ≥ 3

4 · 4 =
3

16
= .1875 (E31)

which is larger than the C = 1 Chern insulator bound but smaller than the C = 2 bound, which would be obtained
if the C = ±1 bands do not mix. In this case, the Wilson loop contains two oppositely winding eigenvalues, which is
the same as the Wilson loops of Euler insulators where C2T protects the bands from gapping [25]. In this case, we
can apply the Euler number bound of Ref. 50, which is equivalent to the C = 2 bound G ≥ 1/π.

Lastly, we remark that G is the same for the conduction and valence bands of a given model because ∂µ(1−P )∂µ(1−
P ) = ∂µP∂

µP . Because fragile valence bands can have an OWC complement [57] as their conduction bands, we learn
that an OWC can have just as strong a lower bound as a fragile topological insulator.

TABLE I: Lower bounds for G without SOC (spinless)

p1

p2 1
4min{Norb,4Nocc}

(
|a1|2δ21b + |a2|2δ21c + 1

2
|a1+a2|2|a1−a2|2
|a1|2+|a2|2

δ21d

)
/|a1 × a2|
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pm 2
πmin{2Nocc,Norb}

δ21b

pg

cm

p2mm 1
4min{Norb,4Nocc}

(
|a1|2δ21b + |a2|2δ21c + 1

2
|a1+a2|2|a1−a2|2
|a1|2+|a2|2

δ21d

)
/|a1 × a2|

p2mg

p2gg

c2mm

p4 max

{
δ21b,2+(δ1b,1−δ1b,3)2

8min{Norb,2Nocc} ,
δ22c

2min{Norb,4Nocc}

}
+

(δ1b,1+δ1b,3−δ1b,2)2

4min{Norb,4Nocc}

p4mm max

{
δ21b,2

8min{Norb,2Nocc} ,
δ22c

2min{Norb,4Nocc}

}
+

(2δ1b,1−δ1b,2)2

4min{Norb,4Nocc}

p3 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1 − δ1b,1δ1b,2 + δ21b,2, δ

2
1c,1 − δ1c,1δ1c,2 + δ21c,2

}
p3m1 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1, δ

2
1c,1

}
p31m 2

3
√
3min{Norb,3Nocc}

(δ22b,1 − δ2b,1δ2b,2 + δ22b,2)

p6 2√
3

max

{
δ22b,1−δ2b,1δ2b,2+δ

2
2b,2

3min{Norb,3Nocc} ,
δ23c,1

4min{Norb,4Nocc}

}
p6mm 2√

3
max

{
δ22b,1

3min{Norb,3Nocc} ,
δ23c,1

4min{Norb,4Nocc}

}
p1′

p21′ 1
4min{Norb,4Nocc}

(
|a1|2δ21b + |a2|2δ21c + 1

2
|a1+a2|2|a1−a2|2
|a1|2+|a2|2

δ21d

)
/|a1 × a2|

pm1′ 2
πmin{2Nocc,Norb}

δ21b

pg1′

cm1′

p2mm1′ 1
4min{Norb,4Nocc}

(
|a1|2δ21b + |a2|2δ21c + 1

2
|a1+a2|2|a1−a2|2
|a1|2+|a2|2

δ21d

)
/|a1 × a2|

p2mg1′

p2gg1′

c2mm1′

p41′ max

{
δ21b,2

8min{Norb,2Nocc} ,
δ22c

2min{Norb,4Nocc}

}
+

(2δ1b,1−δ1b,2)2

4min{Norb,4Nocc}

p4mm1′ max

{
δ21b,2

8min{Norb,2Nocc} ,
δ22c

2min{Norb,4Nocc}

}
+

(2δ1b,1−δ1b,2)2

4min{Norb,4Nocc}

p31′ 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1, δ

2
1c,1

}
p3m1′ 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1, δ

2
1c,1

}
p31′m 2

3
√
3min{Norb,3Nocc}

δ22b,1

p61′ 2√
3

max

{
δ22b,1

3min{Norb,3Nocc} ,
δ23c,1

4min{Norb,4Nocc}

}
p6mm1′ 2√

3
max

{
δ22b,1

3min{Norb,3Nocc} ,
δ23c,1

4min{Norb,4Nocc}

}

TABLE II: Lower bounds for G with SOC (spinful)

p1

p2 1
4min{Norb,4Nocc}

(
|a1|2δ21b + |a2|2δ21c + 1

2
|a1+a2|2|a1−a2|2
|a1|2+|a2|2

δ21d

)
/|a1 × a2|

pm 2
πmin{2Nocc,Norb}

δ21b

pg
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cm

p2mm

p2mg

p2gg

c2mm

p4
δ21b,2

4min{Norb,2Nocc}

p4mm
δ21b,2

4min{Norb,2Nocc}

p3 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1 − δ1b,1δ1b,2 + δ21b,2, δ

2
1c,1 − δ1c,1δ1c,2 + δ21c,2

}
p3m1 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1, δ

2
1c,1

}
p31m 2

3
√
3min{Norb,3Nocc}

(δ22b,1 − δ2b,1δ2b,2 + δ22b,2)

p6 2√
3

max

{
δ22b,1−δ2b,1δ2b,2+δ

2
2b,2

3min{Norb,3Nocc} ,
δ23c,1

4min{Norb,4Nocc}

}
p6mm 2

3
√
3min{Norb,3Nocc}

δ22b,1

p1′

p21′

pm1′

pg1′

cm1′

p2mm1′

p2mg1′

p2gg1′

c2mm1′

p41′ max

{
2δ21b,2

8min{Norb,2Nocc} ,
δ22c

2min{Norb,4Nocc}

}
+

(δ1b,1+δ1b,3−δ1b,2)2

4min{Norb,4Nocc}

p4mm1′
δ21b,2

4min{Norb,2Nocc}

p31′ 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1, δ

2
1c,1

}
p3m1′ 2

3
√
3min{Norb,3Nocc}

max
{
δ21b,1, δ

2
1c,1

}
p31m1′ 2

3
√
3min{Norb,3Nocc}

δ22b,1

p61′
2δ22b,1

3
√
3min{Norb,3Nocc}

p6mm1′ 2

3
√
3min{Norb,3Nocc}

δ22b,1

4. Two Lemmas

In this section, we prove two simple lemmas used in obtaining the lower bounds. First we prove a matrix norm
inequality

||A||2 ≥ 1

Rk A
|Tr SA|, (E32)

where ||A||2 = Tr A†A is the Frobenius norm and Eq. (E32) holds for any square matrix A and any unitary matrix
S. Our result is a simple extension of Ref. 94 which proves Eq. (E32) for S = 1. To be self-contained, we prove our
result from scratch. First, let σi > 0, i = 1, . . . , r denote the singular values of A and r = Rk A, i.e. A = U†ΣV where
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U, V are unitary and Σ = diag(σ1, . . . , σr, 0, . . . , 0). Then we have

||A||2 =

r∑
i=1

σ2
i =

(
r∑
i=1

σ2
i

)(
r∑
i=1

1
√
r

2

)
≥
(

r∑
i=1

σi√
r

)2

=
1

r

(
r∑
i=1

σi

)2

(E33)

using Cauchy-Schwartz for the inequality. We now use

|Tr A| = |Tr ΣV U†| =

∣∣∣∣∣∣
r∑

i,j=1

Σij [V U
†]ij

∣∣∣∣∣∣ =

∣∣∣∣∣
r∑
i=1

σi[V U
†]ii

∣∣∣∣∣ ≤
r∑
i=1

σi|[V U†]ii| ≤
r∑
i=1

σi (E34)

because V U† is a unitary matrix, so |[V U†]ii| ≤ 1. With these results, we obtain

||A||2 ≥ 1

r

(
r∑
i=1

σi

)2

≥ 1

Rk A
|Tr A|2 . (E35)

To introduce the free unitary matrix S, we use Rk SA = Rk A because S is invertible, so

||A||2 = ||SA||2 ≥ 1

Rk SA
|Tr SA|2 =

1

Rk A
|Tr SA|2 (E36)

which proves Eq. (E32). In the Main Text, our application of this inequality is tight.

We now prove the “concentration lemma” which allows us to perform an extremization subject to some constraints.
Specifically, we want to solve the following problem:

R2
min = min

ψR

∑
R

1

2
|R|2|ψR|2 (E37)

for R in the Bravais lattice and where the minimization is taken over the space of {|ψR| ≥ 0} satisfying the following
constraints

(1) :
∑
R

|ψR|2 = Nocc,

(2) : |ψR| = |ψgR|
(3) : |Ba| ≤

∑
R∈La

|ψR|
(E38)

where La = gLa is a subset of the Bravais lattice symmetric under g, |Ba| are known, and a = 1, . . . , Na. (We assume
that the |Ba| in (3) are small enough that (1) is not contradictory.) Constraint (1) is normalization, so we can think of
ψR as a wavefunction, and R2

min as the minimum expectation value of a quadratic potential. Constraint (2) requires
that |ψR| is symmetric under g. Constraint (3) is a linear constraint which forces some |ψL| to be nonzero if |Ba| 6= 0.
Without (3), we could take |ψ0|2 = Nocc and |ψR6=0| = 0, in which case R2

min = 0 would be trivial. Thus (3) is
required for a nontrivial lower bound. In our problem, (3) represents the constraints of symmetry eigenvalues on the
projector. Intuitively, we expect the minimum to occur when ψR saturates constraint (3) by taking |ψR| nonzero only
on the small R ∈ La. Indeed, this is the case.

Consider two normalized wavefunctions |ψR| and |ψ′R| = ψR + t1δR,R1
− t2δR,R2

where t2 ∈ (0, |ψR2
|). Because

both wavefunctions are normalized, t1 and t2 must satisfy∑
R

|ψR|2 =
∑
R

|ψ′R|2 = t21 + 2t1|ψR1
|+ t22 − 2t2|ψR2

|+
∑
R

|ψR|2,

=⇒ t1 = −|ψR1 |+
√
|ψR1 |2 + |ψR2 |2 − (t2 − |ψR2 |)2

(E39)

and we observe that for t2 > 0, t1 > 0. Assume that |ψR| is nonzero at R2. Then increasing t2 strictly lowers the
amplitude of |ψ′R| at R2 and strictly increases it at R1. We will use this property to find the minimum of Eq. (E37).
Let us take |R2| > |R1|. We now prove that∑

R

1

2
|R|2|ψR|2 >

∑
R

1

2
|R|2|ψ′R|2, t > 0 . (E40)
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This is a direct calculation∑
R

1

2
|R|2|ψ′R|2 =

∑
R

1

2
|R|2|ψR|2 + |R1|2(t21 + 2t1|ψR1

|) + |R2|2(t22 − 2t2|ψR2
|) (E41)

Note that (t1 + ψR1
)2 − ψ2

R1
= ψ2

R2
− (t2 − ψR2

)2 by Eq. (E39), and hence∑
R

1

2
|R|2|ψ′R|2 =

∑
R

1

2
|R|2|ψR|2 + |R1|2[(t1 + ψR1

)2 − ψ2
R1

]− |R2|2[ψ2
R2
− (t2 − ψR2

)2]

∑
R

1

2
|R|2|ψR|2 −

∑
R

1

2
|R|2|ψ′R|2 = |R2|2[ψ2

R2
− (t2 − ψR2)]2 − |R1|2[(t1 + ψR1)2 − ψ2

R1
]

= (|R2|2 − |R1|2)[ψ2
R2
− (t2 − ψR2)2] ≥ 0

(E42)

where equality only holds at t2 = 0 because (|R2|2 − |R1|2) > 0. We observe that shifting the weight of |ψR| from
higher to lower harmonics strictly decreases

∑
R

1
2 |R|2|ψR|2. Thus the minimum R2

min is obtained when |ψR| is

nonzero only on the symmetry-related R ∈ La with smallest |R|2 such that (3) is saturated, i.e. |ψR| is as small as
possible subject to |Ba|, and the normalization constraint (1) can be satisfied by tuning |ψR=0|.

We can apply the concentration lemma to lower bound G because

G =
1

2Ωc

∑
R

|R|2||p(R)||2 ≥ min
|ψR|

1

2Ωc

∑
R

|R|2|ψR|2 (E43)

where the minimization can be performed over any space of {|ψR| > 0} such that |ψR| = ||p(R)|| is admissible. We can
impose the constraints in Eq. (E38) on |ψR| such that |ψR| = ||p(R)|| is still admissible. Then using the concentration
lemma, we can solve the |ψR| minimization yielding a lower bound on the superfluid weight from Eq. (E43). The
results are shown in App. E 2.

Appendix F: Lower Bounds for General Orbital positions

We now discuss how to generalize the lower bounds to general orbital locations. Our result will be a lower bound
depend on the RSIs of the occupied bands, with prefactors dependent on the locations of the orbitals in the unit cell.

The important feature of having orbitals off the 1a position is that the embedding matrix V [G] is nontrivial. The
first effect of a nontrivial embedding matrix appears when Fourier transforming G to real space as we now show.
Recall that from Eq. (A27), we know that P (k) is not strictly periodic for general orbitals. Instead:

P (k + 2πbi) = V [2πbi]P (k)V †[2πbi], (F1)

recalling that the embedding matrix is Vαβ [G] = exp (−iG · rα) δαβ (unsummed) where rα are the orbital locations.
(Although P (k) is not periodic, G is well-defined because Tr ∂iP∂

iP is periodic on the BZ.) Because P (k) is not
periodic on the BZ, it does not have a Fourier representation. To circumvent this difficulty, we consider a transformed

operator P̃ (k) ≡ V †L(k)P (k)VR(k) which is periodic. The auxiliary matrices VL,R(k) are so far undetermined, but we
require them to be unitary and to obey VL,R(k + G) = V [G]VL,R(k). As such,

P̃ (k + G) = V †L(k + G)P (k + G)VR(k + G) = V †L(k)P (k)VR(k) = P̃ (k) (F2)

so P̃ (k) is periodic on the BZ. Hence P̃ (k) has a Fourier representation:

V †L(k)P (k)VR(k) =
∑
R

p̃(R)e−iR·k, p̃(R) =

∫
dk1dk2

(2π)2
eiR·kV †L(k)P (k)VR(k) (F3)

where R ∈ Za1 +Za2 are the lattice vectors and ki ∈ (0, 2π) are the dimensionless crystal momenta. We refer to p̃(R)
as the harmonics of P (k). There are many choice of VL,R(k). The simplest choice is taking VL(k) = VR(k) = V (k)
where

Vαβ(k) = exp (−ik · rα) δαβ (unsummed) (F4)

which is just the interpolation of V [G] to all k. Physically, V (k) is the representation of the unitary “position”
operator e−ik·X on the orbitals. However, we will now show it is necessary to make a different choice of VL,R which
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depends on the orbital representations D[Cn]. Explicitly, we saw in App. E 2 that lower bounds on the Fourier
harmonics were obtained by bounding ||P (K1)± . . . P (Kn)|| with the quantity |Tr D[Cn](P (K1)± . . . P (Kn))| which
could be evaluated in terms of the symmetry data because Tr D[Cn]P (K1) depended only on the irreps χ at K.
However, when there is a nontrivial embedding matrix, the trace formula (Eq. (A25)) generalizes to

Tr V [CnK−K]†D[Cn]P (K) =
∑
χ

m(χ)χ[Cn]. (F5)

where the embedding matrix V [CnK−K]†D[Cn] appears which depends on K. We now show that there is a choice
of VL,R(k) which allows us to obtain the requisite V [CnK−K]† in the projector bound. To determine the superfluid
weight lower bound protected by a fixed symmetry g̃ = Cn, we set

Pg̃(k) = V †g̃ (k)P (k)V (k), Vg̃(k) = D†[g̃]V (g̃k)D[g̃] (F6)

from which it is clear that V (k) and Vg̃(k) are unitary. It remains to show that they obey the periodicity condition
Eq. (F2). V (k) = V (k + G) follows from Eq. (F4), and Vg̃(k) follows from a brief calculation:

Vg̃(k + G) = D†[g̃]V (g̃k + g̃G)D[g̃]

= D†[g̃]V [g̃G]V (g̃k)D[g̃]

= D†[g̃]V [g̃G]D[g]D†[g̃]V (g̃k)D[g̃]

= V [G]D†[g̃]V (g̃k)D[g̃]

= V [G]Vg̃(k)

(F7)

where we used Eq. (A12) in the second to last line. We now show that that Eq. (F6) allows us to obtain the symmetry
data bounds. We compute

Tr D[g̃]Pg̃(K) = Tr D[g̃]
(
D†[g̃]V †(g̃K)D[g̃]P (K)V (K)

)
= Tr V (K)V †(g̃K)D[g̃]P (K)

= Tr V †(g̃K−K)D[g̃]P (K)

=
∑
χ

m(g̃)χ[g̃] .

(F8)

It is important to note that Pg̃ depends on the choice of g̃. We would not be able to obtain the simple result of

Eq. (F8) if we tried to evaluate Tr D[h̃]Pg̃(K) for h̃ 6= g̃. As such, we are only able to calculate a lower bound from a
single symmetry g̃, even when the space group contains multiple symmetry operators, e.g. C4 and C2. In cases like
these, we obtain a bound for each symmetry individually. This result may be improved by future work.

We now need to evaluate the real space expression for G. To do so, we need to take k-derivatives of Pg̃(k) =

V †g̃ (k)P (k)V (k), and it will be useful to use the explicit formula:

[Vg̃(k)]αβ = exp
(
−ik · (rα + Ãα)

)
δαβ (unsummed) (F9)

where Ãα mod ai = 0 is a lattice vector determined by the orbital locations as will will now show. It is convenient to
define ΛΛΛαβ = rαδαβ (unsummed) as the matrix of orbital positions within the 0th unit cell, so V (k) = eik·ΛΛΛ. We now
calculate D[g̃]ΛΛΛD†[g̃]. It is convenient to use a Wigner-Seitz unit cell which respects g̃ and where |(rα − rβ) · bi| < 1
because rα and rβ are in the same unit cell by definition. Now note that if r̃α is an orbital of the model, then g̃r̃α
is also an orbital of the model. If rα is not at a high-symmetry Wyckoff position, then rα′ = g̃rα 6= rα is a distinct
orbital within the same unit cell (recall that the center of the g̃ = Cn symmetry is at the center of the Wigner-Seitz
unit cell). If rα is a high-symmetry Wyckoff position, then g̃rα may not be in the same unit cell. For instance, the
1d position a1/2 + a2/2 of the unit cell at the origin is taken to −(a1/2 + a2/2) by C2, but −(a1/2 + a2/2) is an
orbital in the unit cell −a1 − a2. In general, for a Wyckoff position of multiplicity m under g̃, there are m distinct
orbital positions rα1 , . . . , rαm in the unit cell with rαn+1 = g̃rαn−Ãαn where rαm+1 = rα1 by convention. This defines

Ãα1
, . . . , Ãαm for every Wyckoff position, which we enumerate in Table III.

Explicitly, we can write the representation of g̃ on the orbitals from Eq. (A1) as

Dαβ [g̃] = λαδrα,g̃rβ−Ãα
(F10)
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g̃ = M 1a 1b
rα 0 a1/2

Ãα 0 −a1

g̃ = C2 1a 1b 1c 1d
rα 0 a1/2 a2/2 a1/2 + a2/2

Ãα1 0 −a1 −a2 −a1 − a2

g̃ = C4 1a 1b 2c
rα 0 a1/2 + a2/2 {a1/2,a2/2}

Ãα1 0 −a1 0

Ãα2 −a1

g̃ = C3 1a 1b 1c
rα 0 a1/3 + 2a2/3 2a1/3 + a2/3

Ãα1 0 −a1 − a2 −a1

g̃ = C6 1a 2b 3c
rα 0 {a1/3 + a2/3, 2a1/3− a2/3} {a1/2,a2/2,−a1/2 + a2/2}

Ãα1 0 0 0

Ãα2 −a1 0

Ãα3 −a1

TABLE III. Lattice vectors. We compute Ãα for each case of g̃. We take a2 = g̃a1 for g̃ 6= C2. For a Wyckoff position of
multiplicity m with positions rαn+1 = g̃rαn such that rαm+1 = rα1 , we compute Ãαn = g̃rαn − rαn+1 . The value of Ãα does
depend on the convention of the Wyckoff position, but is always a lattice vector.

where |λα| = 1 is a phase that encodes the rotation/mirror irreps of the orbital. We can choose the order of the
α indices to block diagonalize Λ and D[g̃] so that each block (of dimension m) contains orbitals within the same
multiplicity-m Wyckoff position. Without loss of generality, we focus on a single block ΛΛΛ′. Plugging in, we find[

D[g̃]ΛΛΛ′D†[g̃]
]
αβ

=
∑
α′β′

Dαα′ [g̃]rα′δα′β′D
∗
ββ′ [g̃] =

∑
α′

Dαα′ [g̃]rα′D
∗
βα′ [g̃]

=
∑
α′

rα′λαλ
∗
βδrα,g̃rα′−Ãα

δrβ ,g̃rα′−Ãβ

= λαλ
∗
βδrα+Ãα,rβ+Ãβ

∑
α′

rα′δrβ ,g̃rα′−Ãβ

= λαλ
∗
βδrα+Ãα,rβ+Ãβ

g̃−1(rβ + Ãβ)
∑
α′

δrβ ,g̃rα′−Ãβ
.

(F11)

The sum over α′ is equal to 1 because there is always a single position rα′ in the Wyckoff position satisfying rβ+Ãβ =
g̃rα′ (see Table III). Similarly within a single Wyckoff position, δrα+Ãα,rβ+Ãβ

= δα,β as can be checked exhaustively

from Table III. Thus we obtain[
D[g̃]ΛΛΛ′D†[g̃]

]
αβ

= λαλ
∗
βδαβ g̃

−1(rβ + Ãβ) = δαβ g̃
−1(rα + Ãα) (F12)

which holds for all blocks ΛΛΛ′ and for the full matrix ΛΛΛ. A simple case is when all orbitals rα correspond to multiplicity-
1 Wyckoff positions (which may be different from each other). Such positions are only mapped to themselves under

g̃ because Ãα = g̃rα − rα, so D[g̃] is diagonal (block diagonal with 1× 1 blocks), and D[g̃]ΛΛΛD†[g̃] = ΛΛΛ. This matches

Eq. (F11) using Ãα = g̃rα − rα. Exponentiating, we find from Eq. (F6) that

Vg̃(k) = D†[g̃] exp (−ig̃k ·ΛΛΛ)D[g̃] = exp
(
−ig̃k ·D[g̃−1]ΛΛΛD†[g̃−1]

)
= exp

(
−ig̃k · g̃(ΛΛΛ + Ã)

)
= exp

(
−ik · (ΛΛΛ + Ã)

) (F13)

where [Ã]αβ = Ãαδαβ (unsummed).
Returning to Eq. (F3), we find that in components

Pαβ(k) =
∑

R,α′β′

[Vg̃(k)]αα′ p̃α′β′(R)[V †(k)]β′βe
−iR·k =

∑
R

p̃αβ(R)e−i(R+rα+Ãα−rβ)·k

∇∇∇Pαβ(k) =
∑
R

i(R + rα + Ãα − rβ)p̃αβ(R)e−i(R+rα+Ãα−rβ)·k .
(F14)

Because all the k-dependence is in the exponent, we find that

G =

∫
d2k

(2π)2

1

2
Tr ∇∇∇P · ∇∇∇P =

∑
R,αβ

1

2Ωc
|Rαβ |2|p̃αβ(R)|2 (F15)
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where we use the shorthand Rαβ = R + rα + Ãα − rβ and α, β are unsummed. We emphasize that pαβ(R) and Ãα

depend on the choice of g̃.

The last result we need is a normalization identity for the harmonics. Using Eq. (F3), we prove

∑
R

||p̃(R)||2 =

∫
d2k

(2π)2

d2k′

(2π)2

∑
R

eiR·(k−k
′)Tr

(
V †g̃ (k′)P (k′)V (k′)

)†
V †g̃ (k)P (k)V (k)

=

∫
d2k

(2π)2
Tr
(
V †g̃ (k)P (k)V (k)

)†
V †g̃ (k)P (k)V (k)

=

∫
d2k

(2π)2
Tr P (k)P (k)

= Nocc

(F16)

because Tr P (k)2 = Tr P (k) = Nocc. Thus, the normalization property of ||p̃(R)|| is the same for ||p(R)|| (see
App. E 2). This is guaranteed because the Frobenius norm is unitarily invariant.

We now want to be able to write G in terms of ||p̃(R)|| to apply the bounds on ||p̃(R)|| obtained from the symmetry
data. We use Eq. (F15) to establish

G =
∑
R,αβ

1

2Ωc
|Rαβ |2|p̃αβ(R)|2 ≥

∑
R

1

2Ωc
||p̃(R)||2 min

αβ
|Rαβ |2 (F17)

where ||p̃(R)||2 =
∑
αβ |p̃αβ(R)|2 is the Frobenius norm. From here, the procedure for determining lower bounds on

G is very similar to App. E 2, but the bounds will depend on minαβ |Rαβ |2, which must be computed for the orbital
positions of each model under consideration. This is possible by enumeration because |Rαβ |2 depends only on the
orbital positions. For convenience, we define

M2(R) = min
αβ
|Rαβ |2 . (F18)

We now determine the bounds for g̃ = C2, C4, C3. Because Pg̃(k) is only compatible with a specific g̃, one computes
bounds in a given space group by obtaining a list of bounds computed from each possible g̃. Thus we need only treat
the abelian groups p2, p3, p4. We do not need to consider p6 because only a single high-symmetry momentum has C6

irreps, and our bounds require linear combinations of projectors at different high symmetry points to show that ∂P
is nonzero. Hence bounds follows from p2 and p3 separately. We also do not need to consider pm because there are
only two Wyckoff positions with M . Hence in an OWC phase we can assume only one of the Wyckoff positions has
orbitals, but that case is equivalent to only occupying 1a and so has already been covered in App. E 3.

1. g̃ = C2

We follow the arguments of App. E 2 closely. By taking linear combinations of projectors,

Pg̃(Γ) + Pg̃(X) + Pg̃(Y ) + Pg̃(M) =
∑
L∈La

4p̃(L), La = 2Za1 + 2Za2

Pg̃(Γ)− Pg̃(X) + Pg̃(Y )− Pg̃(M) =
∑
L∈Lb

4p̃(L), Lb = (2Z+ 1)a1 + 2Za2

Pg̃(Γ) + Pg̃(X)− Pg̃(Y )− Pg̃(M) =
∑
L∈Lc

4p̃(L), Lc = 2Za1 + (2Z+ 1)a2

Pg̃(Γ)− Pg̃(X)− Pg̃(Y ) + Pg̃(M) =
∑
L∈Ld

4p̃(L), Ld = (2Z+ 1)a1 + (2Z+ 1)a2

(F19)
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we will find constraints on ||p̃(R)|| on certain sublattices. Taking Frobenius norms, applying the triangle inequality,
and using Eq. (F8) to evaluate traces, we find

1√
min{Norb, 4Nocc}

|δ1a| ≤
∑
L∈La

||p̃(L)||

1√
min{Norb, 4Nocc}

|δ1b| ≤
∑
L∈Lb

||p̃(L)||

1√
min{Norb, 4Nocc}

|δ1c| ≤
∑
L∈Lc

||p̃(L)||

1√
min{Norb, 4Nocc}

|δ1d| ≤
∑
L∈Ld

||p̃(L)||

(F20)

which is essentially the same result derived in App. E 2. Note that all the sublattices Lw are disjoint. Here we also
evaluated the symmetry data bound on the La lattice, which yields the 1a RSI. With these constraints, we want to
use the concentration lemma to bound

G ≥
∑
R

1

2Ωc
||p̃(R)||2M2(R) ≥ min

|ψR|

∑
R

1

2Ωc
|ψR|2M2(R) (F21)

where |ψR| also obeys Eq. (F20) with ||p(R)|| → |ψR| and the normalization constraint
∑

R |ψR|2 = Nocc. Define

M2
w = min

L∈Lw
M2(L) ≥ 0 (F22)

which depends only on the orbitals of the model, and so can be explicitly calculated. The concentration lemma says
that the minimum over ψR is obtained by taking |ψR| nonzero only on R ∈ La such that minL∈LaM

2(L) = M2(R).
This is because

∑
R

1
2 |ψR|2M2(R) is strictly decreasing when |ψR| is decreased and |ψR′ | is increased (preserving

the normalization) for M2(R) > M2(R′). We would like to take |ψR| nonzero only on the positions with minimum
M2(Lw) in each sublattice such that the value of |ψR| saturates the bounds in Eq. (F20). However, in this case∑

R |ψR|2 may be less than Nocc. Nevertheless, |ψR| would still give a (non-optimal) lower bound because G is strictly
decreasing under decreasing |ψR|. For simplicity, we report these non-optimal lower bounds, but we emphasize that
a more detailed analysis beyond the scope of this work can improve them. Saturating the bounds in Eq. (F20) on the
minimum weights determined in Eq. (F22), we find a lower bound given by

G ≥ 1

min{Norb, 4Nocc}
∑

w=1a,1b,1c,1d

1

2Ωc
δ2
wM

2
w (F23)

which reduces to Eq. (E12)when all orbitals are at the 1a position since M2
1a = 0 because R = 0 ∈ La, so only the

1b,1c, and 1d RSIs appear.

2. g̃ = C4

With C4, we can take the linear combinations

P (Γ) + P (M) =
∑
L∈La

2p(L), La = Z(a1 + a2) +Z(a1 − a2)

P (Γ)− P (M) =
∑
L∈Lb

2p(L), Lb = (Z+
1

2
)(a1 + a2) + (Z+

1

2
)(a1 − a2) .

(F24)

Taking Frobenius norms, applying the triangle inequality, and using Eq. (F8) to evaluate traces, we find

|δ1a,2 + i(δ1a,1 − δ1a,3)|√
min{Norb, 2Nocc}

≤
∑
L∈La

||p(L)||

|δ1b,2 + i(δ1b,1 − δ1b,3)|√
min{Norb, 2Nocc}

≤
∑
L∈Lb

||p(L)|| .
(F25)
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With these constraints, we use the concentration lemma to bound

G ≥
∑
R

1

2Ωc
||p̃(R)||2M2(R) ≥ min

|ψR|

∑
R

1

2Ωc
|ψR|2M2(R) (F26)

where |ψR| also obeys Eq. (F25) with ||p(R)|| → |ψR| and the normalization constraint
∑

R |ψR|2 = Nocc. Define

M2
w = min

L∈Lw
M2(L) ≥ 0 (F27)

which depend only on the orbitals of the model, and so can be explicitly calculated. Applying the concentration
lemma and allowing the normalization lowered as discussed App. F 1, we find

G ≥ 1

min{Norb, 2Nocc}
∑

w=1a,1b

1

2Ωc
(δ2
w,2 + (δw,1 − δw,3)2)M2

w . (F28)

Again we emphasize this is a non-optimal bound and can be improved.

3. g̃ = C3

With C3, we can take the linear combinations

P (Γ) + P (K) + P (K ′) =
∑
L∈La

3p(L), La = (2a1 + a2)Z+ (a1 + 2a2)Z

P (Γ) + e−
2πi
3 P (K) + e

2πi
3 P (K ′) =

∑
L∈Lb

3p(L), Lb = (2a1 + a2)(Z− 1

3
) + (a1 + 2a2)(Z+

2

3
)

P (Γ) + e
2πi
3 P (K) + e−

2πi
3 P (K ′) =

∑
L∈Lc

3p(L), Lc = (2a1 + a2)(Z− 2

3
) + (a1 + 2a2)(Z+

1

3
)

(F29)

Taking Frobenius norms, applying the triangle inequality, and using Eq. (F8) to evaluate traces, we find

|e 2πi
3 δ1a,1 + e−

2πi
3 δ1a,2|√

min{Norb, 3Nocc}
≤
∑
L∈La

||p(L)||

|e 2πi
3 δ1b,1 + e−

2πi
3 δ1b,2|√

min{Norb, 3Nocc}
≤
∑
L∈Lb

||p(L)||

|e 2πi
3 δ1c,1 + e−

2πi
3 δ1c,2|√

min{Norb, 3Nocc}
≤
∑
L∈Lc

||p(L)||

(F30)

With these constraints, we use the concentration lemma to bound

G ≥
∑
R

1

2Ωc
||p̃(R)||2M2(R) ≥ min

|ψR|

∑
R

1

2Ωc
|ψR|2M2(R) (F31)

where |ψR| also obeys Eq. (F30) with ||p(R)|| → |ψR| and the normalization constraint
∑

R |ψR|2 = Nocc. Define

M2
w = min

L∈Lw
M2(L) ≥ 0 (F32)

which depend only on the orbitals of the model, and so can be explicitly calculated. Applying the concentration
lemma as in App. F 1, we find

G ≥ 1

min{Norb, 3Nocc}
∑

w=1a,1b,1c

1

2Ωc
(δ2
w,1 − δ2

w,1δ
2
w,2 + δ2

w,2)M2
w . (F33)

The results of this Appendix show that nonzero lower bounds can be obtained in the case of generic orbital positions,
but are suboptimal and can be improved with future work. The study of optimal bounds in the generic case is enriched
by the existence of non-compact obstructed atomic insulators [57] and may be a fruitful area of study.
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