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Imaging with quantum states of light promises advantages over classical approaches in terms of
resolution, signal-to-noise ratio and sensitivity. However, quantum detectors are particularly sensi-
tive sources of classical noise that can reduce or cancel any quantum advantage in the final result.
Without operating in the single-photon counting regime, we experimentally demonstrate distillation
of a quantum image from measured data composed of a superposition of both quantum and classical
light. We measure the image of an object formed under quantum illumination (correlated photons)
that is mixed with another image produced by classical light (uncorrelated photons) with the same
spectrum and polarisation and we demonstrate near-perfect separation of the two superimposed
images by intensity correlation measurements. This work provides a novel approach to mix and
distinguish information carried by quantum and classical light, which may be useful for quantum
imaging, communications, and security.

Quantum imaging exploits photon correlations to over-
come fundamental limits of classical imaging. Spa-
tial correlations between pairs of photons are particu-
larly attractive due to their natural high-dimensional
structure [1–3] and the simplicity of photon pair gen-
eration from spontaneous parametric down conversion
(SPDC) [4]. Demonstrations using spatially entan-
gled photon pairs range from ghost imaging [5] to sub-
shot-noise imaging [6, 7] and enhanced-resolution imag-
ing [8]. In recent years, important progress has been
made in quantum light detection to develop applications
from these proof-of-principle experiments. In that re-
gard, multi-pixel single-photon sensitive cameras, such
as thresholded electron multiplied charge coupled device
(EMCCD) [9] and single-photon avalanche photodiode
(SPAD) cameras [10], have demonstrated great potential
to perform high-dimensional coincidence measurements
for entanglement characterization [11–13], sub-Rayleigh
imaging [14] and super-resolution microscopy [15, 16].
However, all these quantum detectors operate in the
single-photon counting regime (i.e. photons detected one
by one), making them extremely vulnerable to sources
of classical noise (e.g. background illumination, spuri-
ous reflection, etc). For example, an excess of spuri-
ous photons detected in a SPAD-based quantum imaging
system [17] is likely to saturate the sensor and severely
hinder its use. To date, there is still no obvious means
of distinguishing a quantum image from classical noise
or from a superimposed classical image. Moreover, this
problem extends beyond imaging and is tightly related
to quantum-classical information discrimination in com-
munications and cryptography [18].
In this letter, we report an experimental technique that

allows the distillation of a quantum image from a camera
measurement that contains both a quantum and a classi-
cal image. No prior information of the images themselves
is required other than the statistics of the illuminating
sources (i.e. the quantum image is encoded in correlated
photon-pair events). An object illuminated by spatially
entangled photon pairs forms an image that is mixed
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Figure 1. Experimental apparatus. Light emitted by
a diode laser (λp “ 405nm) illuminates β-Barium Borate
(BBO) crystal of 0.5 mm thickness to produce spatially en-
tangled pairs of photons by type-I SPDC. Long-pass filters
(LPF) positioned after the crystal remove pump photons.
Lenses f1 “ 35mm and f2 “ 75mm image the crystal surface
onto an object O1 (‘dead cat’). Simultaneously, an object O2

(‘alive cat’) is illuminated by a spatially filtered light-emitting
diode (LED). Images of both objects are superimposed onto
an electron-multiplied charge-coupled device (EMCCD) cam-
era using a single-lens imaging configuration (f3 “ 50mm)
and an unbalanced beam splitter (92% transmission) (BS).
Band-pass filters (BPF) at 810˘ 5nm and a polariser (P) in
front of the camera select near-degenerate photons. The sin-
gle and double red arrows indicate respectively classical and
photon pairs illuminations.

with that of another object illuminated by classical co-
herent light. Both images are indistinguishable in terms
of spectrum and polarization, so that conventional inten-
sity measurements cannot discern between them. How-
ever, intensity correlation measurements are sensitive to
photon statistics. While photons emitted by the classical
coherent source are uncorrelated [19], pairs of photons in
the SPDC illumination are correlated in position [20, 21].
We exploit these spatial intensity correlations to extract
an image of the object illuminated by photon-pairs from a
mixed quantum-classical image and thus reconstruct the
classical image by subtraction. We finally investigate the
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Figure 2. Separation of mixed quantum-classical images. The direct-intensity image (a) acquired by accumulating
photons on the camera sensor shows a superposition of both objects O1 (quantum) and O2 (classical), representing respectively
a ‘dead’ and an ‘alive’ cat. Intensity correlation function Γpr, rq (b) measured with the camera shows the image of O1 . An
image of O2 (c) is obtained by subtracting the reconstructed image of O1 from the mixed image. The residual image of O1

observed in the background is due to single photons created by absorption of one photon of a pair propagating through the
‘dead cat’ mask. A similar experiment is performed using positive (O1) and negative (O2) resolution charts, as shown by its
corresponding (d) direct-intensity image, (e) Γpr, rq and (f) reconstructed classical image. Both experiments are performed
by acquiring N „ 107 frames using an exposure time of τ “ 6ms.

impact of classical light on the signal-to-noise ratio and
show that quantum information can be retrieved even
when the classical illumination is ten times higher than
the quantum illumination.

Figure 1 shows the experimental setup. A collimated
laser beam (405nm) interacts with a tilted non-linear
crystal of β-barium borate (BBO) to produce pairs of
infrared photons by type-I SPDC. The down-converted
field at the output of the crystal is imaged onto an object
O1 (‘dead cat’) using a two-lens imaging system f1 ´ f2.
Simultaneously, a spatially filtered light emitting diode
(LED) illuminates a second object O2 (‘alive cat’). A
single-lens imaging system (f3) and an unbalanced beam
splitter (92% transmission) image both objects onto an
EMCCD camera. Narrowband-pass filters (BPF) and po-
larisers (P) ensure that all photons falling on the camera
sensor have the same wavelength (810 ˘ 5 nm) and po-
larization.

Figure 2(a) shows an intensity image acquired by pho-
ton accumulation on the camera under simultaneous il-
lumination from both sources. Objects O1 and O2 (i.e.
both the ‘dead’ and ‘alive’ cats) are superimposed. Fig-
ure 2(b) shows an image of Γpr, rq, where Γ is the in-
tensity correlation function and r is a camera pixel posi-
tion. As detailed in Methods, Γ is retrieved using the full
dynamic range of the camera (i.e. no photon-counting)

which prevents the sensor from saturating due to multiple
photon detections. Remarkably, only the object O1 that
is illuminated by down-converted light (i.e. the ‘dead
cat’) is apparent. Since photons emitted by the classical
source are uncorrelated, the only non-null contribution to
Γ is due to entangled photon pairs produced by SPDC.
When pairs of photons correlated in position illuminate
homogeneously an object O1 [22], Γpr, rq is proportional
to its shape.

Γpr, rq „ |O1prq|
4 (1)

Not only does this approach allow near-perfect recon-
struction of the quantum image, but it also enables
to retrieve the classical image (i.e. ‘alive cat’) by
subtracting the quantum image [Fig. 2(b)] from the
mixed image [Fig. 2(a)], as shown in Fig. 2(c). The
same experiment performed with more complex objects
(i.e. resolution charts in Fig. 2d) continues to show a
very good extraction of the quantum image [Fig. 2e].
However, we observe the presence of residual intensities
in the retrieved classical images [Fig. 2c and f] that are
located near the edges and in the head of the ‘dead cat’
mask. This effect is due to single photons created by
absorption of one photon of a pair when propagating
through the objects [23].
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Figure 3. Characterization of residual single-photon intensity. Direct-intensity image (a) acquired with the LED
turned off shows object O3 (the number ‘3’). The image is deliberately slightly defocused by positioning it out of the focal
plane of the imaging system. Direct-intensity image (b) acquired with the SPDC turned off shows the ground-truth image of
O4 (the number ‘6’). Direct-intensity image (c) acquired with both sources on shows a superimposition of both objects. The
intensity correlation function Γpr, rq (d) reveals the number ‘3’; image subtraction between this and the mixed image reveals the
classical image (e), number ‘6’. In this case, the residual intensity created by absorption of one photon of a pair is concentrated
near the edge of the number ‘3’. The residual single-photon intensity (f) is isolated by subtracting the reconstructed classical
(e) from its ground truth (b). Experiments are performed by acquiring N “ 6.106 frames using an exposure time of τ “ 6ms.

These residual single-photon intensities are further
investigated by performing a similar experiment using
another object O3 (a number ‘3’) that is purposely
positioned slightly out of the focal plane of the imaging
system. A ground-truth intensity image [Fig. 3(a),
acquired with the LED turned off] shows the slightly
defocused image of O3, well-recognizable by its blurred
edges. After turning on the LED, the mixed-intensity
image [Fig. 3(c)] shows a superposition of the number
‘3’ with a number ‘6’ (object O4). While the number
‘3’ is near-perfectly reconstructed by measuring Γpr, rq
[Fig. 3(d)], we observe again residual intensities in the
classical image obtained by image subtraction [Fig. 3(e)].
Subtracting this image from the ground-truth of O4

[Fig. 3(b), acquired with the photon-pair source turned
off] allows us to isolate the residual intensity pattern
[Fig. 3(f)]. First, we observe that the residual edges
of number ‘3’ are thicker than edges of the ‘dead cat’
in Fig. 2(c). Indeed, pairs of photons out of the focal
plane have a larger correlation width [23] and therefore
a higher probability that one of them gets blocked by
the object. Then, the absence of residual intensity inside
the ‘3’ is due to the near-perfect transparency at 810nm
of the printed glass (Thorlabs resolution target). These
observations confirm that the residual intensity is not
a detection artefact but corresponds to the physical
absorption of one photon of a pair when interacting

with the object. Since spatial correlations are absent
from both single-photon beams and photons emitted by
classical light, our intensity-correlation-based approach
cannot distinguish between them, preventing us from
achieving perfect reconstruction of O4 from the mixed
image.
While the classical source does not contribute to the
intensity-correlation measurement, the presence of un-
correlated photons does reduce the signal-to-noise ratio
(SNR) in the measured Γ. Figure 4(a) shows decrease of
the SNR with the increase of the average intensities ratio
between classical and quantum illumination, Icl{Iqu, to-
gether with its theoretical model (see Methods). In this
experiment, the camera is illuminated homogeneously
with both quantum and classical light [Fig. 4(b)]. SNR
values are measured on minus-coordinate projections of
Γ that represent the probability of detecting two photons
from a pair at two pixels separated by a distance r1´r2.
Fig. 4 (c) and (e) show minus-coordinate projections of
Γ acquired respectively at Icl{Iqu “ 0 and Icl{Iqu “ 11.
The central peaks are clear signatures of position
correlations between pairs of photons [11, 24]. As shown
in Fig. 4(d), this peak disappears when the camera is
illuminated only by classical light i.e.Icl{Iqu “ `8. As
can be seen, a SNRą 1 is maintained over a very wide
range of classical illumination intensity levels, even when
this is 10ˆ higher than the quantum illumination level,
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Figure 4. Single-to-noise ratio (SNR) in quantum
distilled images. (a) SNRs are represented as function of
average intensity ratio between classical and quantum light
Icl{Iqu (black crosses) together with a theoretical model (blue
dashed line). In this experiment, both sources illuminate ho-
mogeneously the camera sensor (b) and SNRs are measured
by dividing the peak intensity by the standard deviation of
the noise in the minus-coordinate projections of Γ. (b), (c)
and (d) show minus-coordinate projections acquired for in-
tensity ratios of respectively 0, `8 and 11. All experiments
are performed by acquiring N “ 251600 images with an ex-
posure time of τ “ 6 ms. With these settings, intensity of the
quantum source averaged over camera pixels equals Iqu “ 939
grey levels. Inset: normalized quantum image of a ‘dead cat’
reconstructed with an average classical/quantum intensity ra-
tio of 5.5. White scale bar is 400µm.

thus indicating that the proposed technique is robust.

In conclusion, we have demonstrated the separation
of spatial information carried by quantum light (corre-
lated photons) from that carried by classical light (uncor-
related photons) by intensity correlation measurements.
For this, we exploited the existence of spatial correlations
between pairs of photons generated by SPDC that are ab-
sent in classical coherent light. We also showed that the
presence of classical light only decreases the quality of

reconstructed image but does not change its shape. This
novel approach may play an important role for quantum
imaging in natural environments, where the object and
the camera are contaminated by classical noise or spu-
rious photons. Moreover, the ability to mix and distin-
guish information carried by quantum and classical light
may have an important impact in quantum communica-
tions [18]. For example, an image encrypted with corre-
lated photons can be hidden from detectors performing
conventional intensity measurements when mixed with a
classical image. This work paves the way towards the
use of mixed light sources composed of both quantum
and classical light for improving imaging [25] and com-
munication technologies [26].

METHODS

A. Image reconstruction process

The camera is an EMCCD Andor iXon Ultra 897 and
was operated at ´60˝C, with a horizontal pixel readout
rate of 17Mhz, a vertical pixel shift every 0.3µs and a
vertical clock amplitude voltage of `4V above the factory
setting. In each acquisition, N frames are collected with
an exposure time τ “ 6 ms. No threshold is applied, and
all calculations are performed directly using grey values
returned by the camera [27]. For r2 ‰ r1, Γpr1, r2q is
calculated using the formula:

Γpr1, r2q “ xIpr1qIpr2qy ´ xIpr1qyxIpr2qy (2)

The first term is the average intensity product:

xIpr1qIpr2qy “ lim
NÑ`8

1

N

N
ÿ

l“1

Ilpr1qIlpr2q (3)

where Ilpr1q [Ilpr2q] corresponds to the intensity value
measured at pixel r1 [r2s] in the jth frame. Experimen-
tally, this term is estimated by multiplying intensity val-
ues in each frame and averaging over a large number of
frames (typically N on the order of 106 ´ 107). Inten-
sity correlations in this term originate from detections of
both real coincidence (two photons from the same entan-
gled pair) and accidental coincidence (two photons from
different entangled pairs). The second term in equation 2
is defined as:

xIpr1qyxIpr2qy “ lim
NÑ`8

1

N2

N
ÿ

l“1

N
ÿ

l1“1

Ilpr1qIl1pr2q (4)

Experimentally, this term is estimated by multiplying in-
tensity values between successive frames and averaging
over a large number of frames:

xIpr1qyxIpr2qy «
1

N

N
ÿ

l“1

Ilpr1qIl`1pr2q (5)
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Since there is zero probability for two photons from the
same entangled pair to be detected in two different im-
ages, intensity correlations in this term originate only
from photons from different entangled pairs (accidental
coincidence). A subtraction between these two terms
(equation 2) leaves only genuine coincidences, which
is proportional to the joint probability distribution of
photon-pairs. Moreover, the use of intensity products
between successive frames, rather than the products of
the averaged intensities, allows to reduce artifacts such
as spatial distortions in the retrieved Γ that are due to
fluctuations of the camera amplification gain during the
time of an acquisition [27].

Since equation 2 is only valid for r2 ‰ r1, diagonal
values Γpr, rq are approximated to intensity correlation
values between neighbouring pixels Γpr, rq « Γpr, r`δrq,
where δr “ ´δ ex with δ “ 16µm and ex is an unit vec-
tor. This approximation is justified because the Andor
Ultra 897 has a fill factor near to 100% and the cor-
relation width on the camera is estimated to be σr «
10µm [28].More details about the image reconstruction
process are provided in the supplementary document sec-
tion I and II.

A convenient method to visualize Γ is to use condi-
tional projections. The conditional projection relative
to an arbitrarily chosen position A, denoted Γpr|Aq, is
an image of intensity correlations between any position r
and the position A. For example, two positions A and B
are selected in the direct intensity image in Fig. 5(a) and
their corresponding conditional projections are shown in
Fig. 5(b) and Fig. 5(c). Γpr|Aq shows an intense peak
demonstrating that photon pairs from the SPDC source
are transmitted together through the object around po-
sition A. On the contrary, the flat and null pattern of
Γpr|Bq shows that both photons are absorbed by the ob-
ject around position B.

B. Signal-to-noise ratio

We define the SNR as the ratio between the central
peak intensity and the variance of the noise surrounding
it in the minus-coordinates projection of Γ. This projec-
tion is defined as

PΓpr´q “

ż

Γpr, r` r´qdr (6)

The SNR formula is derived by adapting the approach
described in [29]:

SNR “ α

?
Nη

2

„

1`
σ2

0 ` Icl
βpIqu ´ µ0q

´1

(7)

where N is the number of images acquired, η is the
quantum efficiency of the camera sensor, and µ0 and σ0

are respectively the camera electronic noise mean value
and standard deviation. α and β are two parameters
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Figure 5. Conditional projections. Direct intensity im-
age (a) measured under simulatenous illumination of classical
and quantum light. Conditional image Γpr|Aq (b) shows an
intense peak centered around position A. Conditional images
Γpr|Bq (c) is null and flat.

that depend respectively on the shape of Γ and on the
amplification process performed by the camera. Iqu
and Icl are intensity values of respectively quantum and
classical illuminations averaged over all camera pixels,
in grey level units (16-bits encoding). In Fig. 4, experi-
ments are performed with N “ 251600 and Iqu “ 939
grey levels (gl). Electrical noise parameters µ0 “ 167 gl
and σ0 “ 32 gl are estimated independently and η « 0.7
is provided by Andor. Finally, fitting experimental
data with the theoretical model (blue dashed curve
in Fig. 4.a) returns parameters α “ 3.02 ˘ 0.22 and
β “ 0.93˘ 0.20 with R2 “ 0.9955.
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SUPPLEMENTARY DOCUMENT

I. THEORY

This section provides a brief overview of the theory
that underlies our image processing technique. A
complete description can be found in [27].

We consider the case of a camera illuminated by a
source of spatially-entangled photon-pairs, similar to the
one shown in Figure 1. Photon-pairs are described by a
two-photon wavefunction φpr1, r2q, where r1 and r2 are
camera pixels positions. At each camera pixel, photons
are converted into intensity values in two steps:

1. Photons are transformed into photo-electrons by a
photo-sensitive screen of quantum efficiency η

2. Photo-electrons are transformed into intensity val-
ues Ik by an amplification register. For k photo-
electrons at the input of the register, the camera
returns an average grey value that is proportional
to k: Ik “ Ak` x0, where x0 is an electronic noise
mean value and A is an amplification parameter.

The camera acquires a set ofN images tIlulPrr1,Nss using
a fixed exposure time. xIprqy is defined as the mean
intensity value measured at pixel r:

xIprqy “ lim
NÑ8

1

N

N
ÿ

l“1

Ilprq (8)

xIpr1qIpr2qy is defined as the mean intensity product
value measured between pixels r1 and r2:

xIpr1qIpr2qy “ lim
NÑ8

1

N

N
ÿ

l“1

Ilpr1qIlpr2q (9)

The theoretical analysis is performed under the follow-
ing assumptions:

i. Pump laser is operating above threshold to ensure
a Poisson distribution of pump photons

ii. Pump laser power is low enough to ensure that ą 2
photons generation process in the crystal are neg-
ligible

iii. Coherence time of photon-pairs is much smaller
than the time between two successive images

iv. Cross-talk between pixels is negligible

Following the reasoning detailed in the Appendix
E of the supplementary document of [27], xIprqy and
xIpr1qIpr2qy are written in function of the camera pa-
rameters (x0 and A) and the joint probability distribu-
tion of photon-pairs |φpr1, r2q|

2. On the one hand, xIprqy
is written as

xIprqy “ x0 ` 2Am̄ηPmprq (10)

where m̄ is the mean photon-pair rate and Pmprq “
ş

|φpr, r1q|2dr1 is the probability of detecting a photon at
pixel r (i.e. marginal probability). On the other hand,
for r1 ‰ r2, xIpr1qIpr2qy is written as

xIpr1qIpr2qy “ x2
0

`2Ax0m̄ηrPmpr1q ` Pmpr2qs

`4A2m̄2η2Pmpr1qPmpr2q

`4A2m̄η2|φpr1, r2q|
2 (11)

Finally, the joint probability distribution |φpr1, r2q|
2 can

be written as

|φpr1, r2q|
2 “

xIpr1qIpr2qy ´ xIpr1qyxIpr2qy

4A2m̄η2
(12)

While it is commonly thought that photon counting is
necessary to compute the joint probability distribution,
this result shows that simple operation of a camera with-
out threshold also enables its measurement.

However, this result is only valid for r1 ‰ r2. As
described in Appendix H of the supplementary document
of [27], xIprq2y can be written as:

xIprq2y “ 2A2m̄η2Γpr, rq ` 4A2m̄η2Pmprq
2

` 4pA2 `Ax0qm̄ηPmprq ` σ0 ` x
2
0 (13)

where σ0 is the standard deviation of the camera elec-
tronic noise. As a result, xIprq2y ‰ xIprqy2 and equation
(4) is not valid for r1 “ r2. In our experiment, Γpr, rq is
estimated using the approximation Γpr, rq “ Γpr, r` δrq,
where δr “ ´δ ex with δ “ 16µm (pixel width) and ex
is an unit vector.

II. MEASUREMENT OF Γpr, rq

In our experiment, the camera is an EMCCD Andor
Ixon Ultra 897. It was operated at ´60˝C, with a hori-
zontal pixel shift readout rate of 17Mhz, a vertical pixel
shift every 0.3µs and a vertical clock amplitude volt-
age of `4V above the factory setting. Exposure time
is set to 6ms. All assumptions enumerated in section I
are verified: pump laser operates above threshold with
a power of „ 50mW [(i) and (ii)], coherent time of the
pairs („ 1ps) is much smaller than the time between two
successive frames („ 4ms) (iii) and cross-talk between
pixels is negligible (iv). In the following, we describe
step-by-step the technique to measure Γpr, rq:

1. Acquisition of a set of N images tIlulPrr1,Nss at fixed
exposure time τ “ 6ms, with N on the order of
106´7.

2. Estimation of the first term of equation (2) by mul-
tiplying pixel values in each image by themselves
and averaging over the set:

xIpr1qIpr2qy «
1

N

N
ÿ

l“1

Ilpr1qIlpr2q (14)

in which r1 and r2 are pixel positions [r1 ‰ r2].
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3. Estimation of the second term of equation (2) by
multiplying pixel values in the lth image by those
of the following image l` 1th and average over the
set:

xIpr1qyxIpr2qy «
1

N2

N
ÿ

l“1

Ilpr1qIl`1pr2q

By definition, xIpr1qyxIpr2qy equals the limit N Ñ

`8 for the following summation:

1

N2

N
ÿ

l“1

N
ÿ

l1“1

Ilpr1qIl1pr2q “

1

N2

N
ÿ

l“1

Ilpr1qIlpr2q `
1

N2

N
ÿ

l‰l1

Ilpr1qIl1pr2q (15)

The first term in equation 15 can be written as:

1

N
r

1

N

N
ÿ

l“1

Ilpr1qIlpr2qs “ o

ˆ

1

N

˙

(16)

because by definition of xIpr1qIpr2qy, the se-

rie 1
N

řN
l“1 Ilpr1qIlpr2q. The second term in

equation 15 is an estimation of the mean value
of intensity product between different frames
xIlpr1qIl‰l1pr2qy. Because the probability for two
photons of the same pair to be detected in two
different frames is null (coherent time much smaller
than camera readout time), intensity values in
different frames are independent with each other.
In consequence, xIlpr1qIl‰l1pr2qy can be estimated
using only successive frames by calculating the

sum 1
N2

řN
l“1 Ilpr1qIl`1pr2q. Experimentally, the

use of successive frames to estimate xIpr1qyxIpr2q
rather than the complete set has the advantage
of reducing artifacts as spatial distortions in the
measured Γ, mainly due to fluctuations of the
amplification gain of the camera [27].

4. Subtraction between these two terms:

Γpr1, r2q «

1

N

N
ÿ

l“1

Ilpr1qIlpr2q ´
1

N2

N
ÿ

l‰l1

Ilpr1qIl1pr2q (17)

5. As shown in Section I, equation 12 is only valid for
r1 ‰ r2. Estimation of the intensity correlation
values Γpr, rq from those measured between pixel
r “ px, yq is then performed using neighbouring
pixels r1 “ px´ δ, yq [δ “ 16µm “ pixel size]:

Γpr, rq « Γppx, yq, px´ δ, yqq (18)

In our experiment, this approximation is valid be-
cause the fill factor of the Andor Ixon Ultra is
near 100% and the position correlation width on
the camera is estimated from the thickness of the
crystal to be σr « 10µm [28].

III. PROJECTIONS OF Γ

Γpr1, r2q “ Γppx1, y1q, px2, y2qq is a 4-dimensional ma-
trix. Its information content can be visualized using two
types of projections:

1. Conditional projection relative to an arbitrarily
chosen position r1, defined as

Γpr|r1q “
Γpr, r1q

ř

r1 Γpr, r1q
(19)

It represents the probability of detecting a photon
from a pair at position r under the condition that
another photon is detected at r1.

2. The minus-coordinate projection, defined as

PΓ
´pr´q “

ÿ

r

Γpr´ ` r, rq (20)

It represents the probability for two photons of a
pair to be detected in coincidence between pairs of
pixels separated by an oriented distance r´.
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