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Recently, automated co-design of machine learning (ML) models and accelerator architectures has attracted significant attention from
both the industry and academia. However, most co-design frameworks either explore a limited search space or employ suboptimal
exploration techniques for simultaneous design decision investigations of the ML model and the accelerator. Furthermore, training the
ML model and simulating the accelerator performance is computationally expensive. To address these limitations, this work proposes
a novel neural architecture and hardware accelerator co-design framework, called CODEBench. It comprises two new benchmarking
sub-frameworks, CNNBench and AccelBench, which explore expanded design spaces of convolutional neural networks (CNNs)
and CNN accelerators. CNNBench leverages an advanced search technique, BOSHNAS, to efficiently train a neural heteroscedastic
surrogate model to converge to an optimal CNN architecture by employing second-order gradients. AccelBench performs cycle-accurate
simulations for diverse accelerator architectures in a vast design space. With the proposed co-design method, called BOSHCODE, our
best CNN-accelerator pair achieves 1.4% higher accuracy on the CIFAR-10 dataset compared to the state-of-the-art pair while enabling
59.1% lower latency and 60.8% lower energy consumption. On the ImageNet dataset, it achieves 3.7% higher Top1 accuracy at 43.8%
lower latency and 11.2% lower energy consumption. CODEBench outperforms the state-of-the-art framework, i.e., Auto-NBA, by
achieving 1.5% higher accuracy and 34.7× higher throughput while enabling 11.0× lower energy-delay product (EDP) and 4.0× lower
chip area on CIFAR-10.
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1 INTRODUCTION

In the ML community, CNN accelerator design has gained significant popularity recently [35]. Due to the high
computational complexity of CNNs, developing a sophisticated hardware accelerator is essential to improve the energy
efficiency and throughput of the targeted task. Custom accelerators, also sometimes called application-specific integrated
circuit (ASIC)-based accelerators, outperform general-purpose processors like central processing units (CPUs) and
graphical processing units (GPUs) [12, 83]. However, designing ASIC-based accelerators often comes with its own
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2 Tuli et al.

challenges, such as design complexity and long development time. Researchers have constantly strived to design more
efficient accelerators in terms of throughput, energy consumption, chip area, and model performance. This has led to a
large number of CNN accelerators, each incorporating different design choices and unique hardware modules to optimize
certain operations. This requires a plethora of operation-specific hardware modules, sophisticated acceleration methods,
and many other hyperparameters that define a vast design space in the hardware domain. Similarly, on the software
side, many design choices for a CNN model result in an enormous design space as well. A challenge that remains is to
efficiently find an optimal pair of software and hardware hyperparameters, in other words, a CNN-accelerator pair that
performs well while also meeting the required constraints.

The accelerator design space is immense. There are many hyperparameters and one needs to choose their values
while designing an accelerator for the given application [63]. They include the number and size of processing elements
(PEs) and on-chip buffers, dataflow, main memory size and type, and many more domain-specific modules, including
those for sparsity-aware computation and reduced-precision design (more details in Section 2.2). Similarly, the CNN
design space is also huge. Many hyperparameters come into play while designing a CNN. They include the number of
layers, convolution type and size, normalization type, pooling type and size, structure of the final multi-layer perceptron
(MLP) head, activation function, training recipe, and many more (further details in Section 2.1). For a given task, one
may search for a particular CNN architecture with the best performance. However, this architecture may not be able to
meet user constraints on power, energy, latency, and chip area.

In the above context, given a hardware module, many works are aimed at tuning the CNN design instead, to optimize
performance [19]. However, this limits us to the exploration of only the CNN design space with no tuning possible in the
hardware space. Having a fixed CNN, one could also optimize the hardware (called automatic accelerator synthesis) in the
context where searching the CNN space may be too expensive, especially for large datasets. This hardware optimization,
however, requires a thorough knowledge of the architecture and design of ASIC-based accelerators, leading to long
design cycles. On the other hand, exploring the CNN design space falls under the domain of neural architecture search
(NAS). Advancements in this domain have led to many NAS algorithms, including those employing reinforcement
learning (RL), Bayesian optimization, structure adaptation, etc. [18, 59, 74]. However, these approaches have many
limitations including suboptimal convergence, slow regression performance, and are limited to fixed training recipes
(details in Section 3.1). Tuli et al. [67] recently proposed a model for NAS in the space of transformer ML models [70]. It
overcomes many of these challenges by leveraging a heteroscedastic surrogate model to search for the model’s design
decisions and its training recipe. However, this technique is not amenable to co-design between the two (namely, the
accelerator and CNN) design spaces (details in Section 3.3.1).

This work also shows that a one-sided search leads to suboptimal CNN-accelerator pairs. This has led to recent
advancements in co-design of both the software and hardware. Researchers often leverage RL techniques to search
for an optimal CNN-accelerator pair [4, 34, 91]. However, most co-design works only use local search (mutation and
crossover) and/or have limited search spaces, e.g., they only search over selected field-programmable gate arrays (FPGAs)
or microcontrollers [4, 42]. Some works have also leveraged differentiable search of the CNN architecture [16, 41].
However, recent surveys have shown that these methods are much slower than surrogate-based methods and fail to
explore potential clusters with higher performance models [57]. Limited search spaces, as shown by some very recent
works [26, 67], often lead to suboptimal neural network models and even CNN-accelerator pairs (or, in general, the
combination of the hardware architecture and the software algorithm). Thus, expanding existing design spaces in both
the hardware and the software regimes is necessary. However, blindly growing these design spaces further prolongs
design times and exponentially increases compute resource requirements.
Manuscript submitted to ACM
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To tackle the above challenges, we propose a framework for comprehensively and simultaneously exploring massive

CNN architecture and accelerator design domains, leveraging a novel co-design workflow to obtain an optimal CNN-
accelerator pair for the targeted application that meets user-specified constraints. These could include not just edge
applications with highly constrained power envelopes, but also server applications where model accuracy is of utmost
importance.

Our optimal CNN-accelerator pair outperforms the state-of-the-art pair [83], achieving 1.4% higher model accuracy
on the CIFAR-10 dataset [21, 36] while enabling 59.1% lower latency and 60.8% lower energy consumption, with only
17.1% increase in chip area. This pair also achieves 3.7% higher Top1 accuracy on the ImageNet dataset while incurring
43.8% lower latency and 11.2% lower energy (with the same increase in chip area). Experiments with our expanded
design spaces that include popular CNNs and accelerators, using our proposed framework, show an improvement of
1.5% in model accuracy on the CIFAR-10 dataset, while enabling 11.0× lower EDP and 34.7× higher throughput, with
4.0× lower area for our CNN-accelerator pair relative to a state-of-the-art co-design framework, namely Auto-NBA [26].
We plan to release trained CNN models, accelerator architecture simulations, and our framework to enable future
benchmarking.

The main contributions of this article are summarized next.

• We expand on previously proposed CNN design spaces and present a new tool, called CNNBench, to characterize
the vast design space of CNN architectures that includes a diverse set of supported convolution operations, unlike
any previous work [41, 44, 80]. We propose CNN2vec that employs similarity measures to compare computational
graphs of CNN models in order to obtain a dense embedding that captures architecture similarity reflected in the
Euclidean space. We also leverage a new NAS technique, Bayesian Optimization using Second-order Gradients
and Heteroscedastic Surrogate Model for Neural Architecture Search (BOSHNAS), for searching our expanded
design space. CNNBench also leverages similarity between neighboring CNN computational graphs for weight
transfer to speed up the training process. Due to the massive design space, along with CNN2vec embeddings,
weight transfer from previously trained neighbors, and simultaneous optimization of the CNN architecture
and the training recipe, CNNBench achieves state-of-the-art performance while limiting the number of search
iterations compared to previous works [72].
• We survey popular accelerators proposed in the literature and encapsulate their design decisions in a unified
framework. This gives rise to a benchmarking tool, AccelBench, that runs inference of CNN models on any
accelerator within the design space, employing cycle-accurate simulations. AccelBench incorporates accelerators
with diverse memory configurations that one could use for future benchmarking, rather than using traditional
ASIC templates [26, 78]. With the goal to reap the benefits of vast design spaces [26, 67], AccelBench is the
first benchmarking tool for diverse ASIC-based accelerators, supporting variegated design decisions in modern
accelerator deployments. Unlike previous works that use FPGAs or off-the-shelf ASIC templates, it builds
accelerator designs from the ground up, mapping each CNN in a modular and efficient fashion. It supports
2.28 × 108 unique accelerators, a design space much more extensive than investigated in any previous work.
• In order to efficiently search the proposed massive design space, we present a novel co-design method, Bayesian
Optimization using Second-order Gradients and Heteroscedastic Surrogate Model for Co-Design of CNNs and
Accelerators (BOSHCODE). To make the search of such a vast design space possible, BOSHCODE incorporates
numerous novelties, including a hierarchical search technique that gradually increases the granularity of hyper-
parameters searched, a neural network surrogate-based model that leverages gradients to the input for reliable
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Fig. 1. CODEBench pipeline that includes CNNBench, AccelBench, and a novel co-design method, BOSHCODE: (a) The CNN and
accelerator design spaces are sampled for novel CNN-accelerator pairs that are simulated using the CNNBench and AccelBench
frameworks. (b) BOSHCODE learns a surrogate function from these design spaces to predict the performance of each CNN-accelerator
pair, implementing GOBI to predict the next pair to be simulated in the active learning framework.

query prediction, and an active learning pipeline that makes the search more efficient. Here, by gradients to the
input, we mean the gradients to the CNN-accelerator pair simulated in the next iteration of the active learning
loop. BOSHCODE is a fundamental pillar for the joint exploration of vast hardware-software design spaces.
CODEBench, our proposed framework, combines CNNBench (which trains and obtains the accuracy of any
queried CNN), AccelBench (which simulates the hardware performance of any queried accelerator architec-
ture), and the proposed co-design method, BOSHCODE, to find the optimal CNN-accelerator pair, given a set
of user-defined constraints. Fig. 1 presents an overview of the proposed framework. Fig. 1(a) shows how the
CNNBench and AccelBench simulation pipelines output the performance values for every CNN-accelerator pair.
Fig. 1(b) shows how BOSHCODE learns a surrogate model for this mapping from all CNN-accelerator pairs to
their simulated performance values. CNNBench trains the CNN model to obtain model accuracy and feeds the
checkpoints to AccelBench that obtains other performance measures using a cycle-accurate simulator.

The rest of the article is organized as follows. Section 2 discusses the CNN and accelerator design spaces and highlights
the advantages of co-design over one-sided optimization approaches. Section 3 presents the co-design framework
that uses BOSHCODE to search for an optimal CNN-accelerator pair. Section 4 describes the experimental setup and
baselines considered. Section 5 discusses the results. Finally, Section 6 concludes the article1.

2 BACKGROUND AND RELATEDWORK

In this section, we present background material and related works in the fields of CNN synthesis and accelerator design.

1The associated code for CNNBench is available at https://github.com/jha-lab/cnn_design-space. For the entire CODEBench pipeline, the code is available
at https://github.com/jha-lab/codebench.
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CODEBench: A Neural Architecture and Hardware Accelerator Co-Design Framework 5

2.1 CNN Design Space

First, we discuss design choices in the CNN design space. We show how various CNN building blocks contribute to its
performance or efficiency. We then discuss popular NAS techniques and hardware-aware NAS.

2.1.1 Popular CNN Architectures. The CNN design space we consider encompasses popular CNNs of various sizes. The
first is LeNet [38], one of the earliest successful CNNs. AlexNet was the first CNN to propose grouped convolutions [37].
MobileNet introduced bottleneck connections that enable parameter reduction [52] (we use MobileNet-V2 as our
baseline for subsequent discussions). ResNet proposed residual connections that aided backpropagation of gradients as
networks grew deeper [30]. ShuffleNet presented the shuffled convolution, an extension to grouped convolution, that
introduced the channel shuffle operation for improved regularization and thus efficiency [89]. Other target CNNs we
can represent within our design space include GoogleNet, Xception, SqueezeNet, DenseNet, and VGG and EfficientNet
families [17, 31, 32, 35, 58, 64, 65].

2.1.2 Neural Architecture Search. NAS incorporates various search techniques that algorithmically find new neural
architectures within a pre-defined space based on a given objective [25]. Prior works have implemented NAS using a
variety of techniques. A popular approach is to use an RL algorithm, REINFORCE, that is superior to other tabular
approaches [74]. Other techniques include Gaussian-process based Bayesian optimization (GP-BO) [59], structure
adaptation methods based on grow-and-prune synthesis [18], differentiable and proxy-based architecture search [10, 45],
local search techniques includingmutation, and evolutionary search (ES) [73]. Recently, NAS has also seen the application
of surrogate models for CNN performance prediction owing to various drawbacks of the methods mentioned above,
including high compute cost, slow convergence, etc. [57]. Exploiting surrogate performance results in training much
fewer models to predict the accuracy of CNNs in the entire design space under some confidence constraints. However,
these predictors are computationally expensive to train, bottlenecking the search process. NASBench-301 [57] uses a
graph isomorphism network (GIN) that regresses performance on graphs. Recent works show that it is slow enough to
bottleneck the search process [67].

One of the state-of-the-art NAS techniques for CNNs, BANANAS [72], implements Bayesian Optimization (BO) using
a neural network (NN) surrogate and predicts performance uncertainty using ensemble networks that are compute-
heavy. BANANAS uses mutation and crossover to get the set of current best-performing models and obtains the next
best-predicted model in this local space. Instead, we leverage BOSHNAS [67] to efficiently search for the following
query in the global space curated by our CNNBench framework. Due to random cold restarts, BOSHNAS can search over
diverse models in the architecture space. Moreover, BANANAS also uses path embeddings that perform suboptimally
in search over a diverse space of CNN models [14]. To address this, we propose a novel embedding, CNN2vec, which is
dense and thus more amenable to surrogate modeling.

2.1.3 Benchmarking for NAS. Previously, different works on NAS used disparate training pipelines, search spaces,
and hyperparameter sets, and did not evaluate other methods under comparable settings. To address these issues,
recent works proposed various NAS benchmarks [57, 80]. For instance, BANANAS uses the NASBench-101 dataset
to empirically show how it improves upon other NAS algorithms [72]. However, these benchmarks also have their
limitations. NASBench-101 [80] is only a tabular dataset of limited size and its results do not transfer well to realistic
search spaces [73]. As explained above, NASBench-301 [57] is a surrogate NAS benchmark that uses GIN as its
performance predictor. However, a GIN is slow to evaluate and chooses a static training recipe for every CNN model
in the design space. In other words, previous works only consider the epistemic uncertainty and not the aleatoric
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uncertainty in predictions. The former, also called reducible uncertainty, arises from a lack of knowledge or information,
and the latter, also called irreducible uncertainty, refers to the inherent variation in the system to be modeled (in our
context, this corresponds to the change in performance of a given CNN architecture with different training recipes).

Another work in this direction trains a large network and derives sub-networks for different tasks and targeted
hardware platforms [9]. However, it only considers pyramidal structures, has a limited library of building blocks, uses a
static training recipe, and employs sparse embeddings that are not amenable to performance predictors. CNNBench,
our proposed benchmarking framework, generates a vast design space of CNNs using an expanded space of building
blocks and decouples the surrogate model from the graph modeling process. It does so using the proposed CNN2vec

embeddings to speed up the search process (details in Section 3.1).

2.1.4 Hardware-aware NAS. NAS alone is hardly useful if one cannot run the best-performing CNNs on the hardware
at hand. Recent works have thus focused on hardware-aware NAS, which constrains and directs CNN search based on
the targeted hardware platform [7]. ChamNet proposed accuracy and resource (latency and energy) predictors and
leveraged GP-BO to find the optimal CNN architecture for a given platform [19]. However, it used ES to search for
a variant of the base NN that may miss other clusters of high-performing networks, which is a drawback of elitist
algorithms [20, 57, 72]. Furthermore, it trains a separate latency predictor for every hardware platform, which is a
time-consuming endeavor. ProxylessNAS used a proxy-based differentiable search technique. However, it only works
with latency and not other hardware performance measures, and is also slower than state-of-the-art surrogate-based
methods. Many other works have strived to address hardware-aware NAS, but under a limited scope, often restricted to
commercial edge devices, FPGAs, and off-the-shelf ASIC templates [19, 34, 39].

2.2 Accelerator Design Space

Next, we present design choices in the accelerator design space. Many ASIC-based accelerators were proposed in
previous works to tackle the task of CNN acceleration, i.e., attain the highest model accuracy while also achieving
high energy and area efficiency. These accelerators address the task with various methodologies and custom hardware
modules. We present a brief survey of some seminal works on accelerator design and show how they motivate the need
for a vast design space and automated search for an optimal architecture.

2.2.1 Popular Accelerators. The Eyeriss v1 and Eyeriss v2 [13] accelerators reduce memory accesses through an efficient
row stationary (RS) data reuse strategy (also called a dataflow). Other dataflows have been investigated, including input,
output, and weight stationary (IS, OS, and WS, respectively) dataflows [63]. Eyeriss v2 further exploits sparsity by
directly processing input feature maps and filter weights in the compressed sparse column (CSC) format. DianNao [11],
DaDianNao [12], and ShiDianNao [23] form another family of accelerators that first enabled sophisticated buffer
designs, following the OS dataflow [63]. Cambricon-X [87] and Cambricon-S [90] are successors of the DianNao series,
encapsulating dedicated indexing modules to exploit sparsity in NNs. Cnvlutin [6] is another accelerator that focuses on
eliminating the ineffectual data in the input feature maps in CNNs and uses the zero-free neuron array format (ZNAf)
to compress data. Finally, SPRING [83], a state-of-the-art accelerator, leverages 3D non-volatile memory for increased
bandwidth, exploits reduced-precision techniques for data movement efficiency, and OS dataflow for data reuse.

Table 1 lists the hyperparameters and design choices of the aforementioned accelerators. These works propose various
methodologies, however, each with its overhead. Thus, performing a rigorous comparison of these methodologies is
important [63]. This can be facilitated by benchmarking various accelerator designs to trade off improvements offered
by them with the overheads incurred. Moreover, one needs to ascertain the values of many hardware hyperparameters
Manuscript submitted to ACM
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Table 1. The hyperparameters and design choices of previous works on CNN accelerators.

Accelerator Technology Clock Area Number of Number of Number of Weight Activation Other Precision Main Main Dataflow Sparsity-
Name Node Rate (𝑚𝑚2) PEs MAC Units Multipliers Buffer Buffer Buffer Memory Memory Aware

(MHz) Per PE Per MAC Size Size Size Interface Type Scheme
Unit

Eyeriss 65nm 200 16 168 1 1 108 KB 87 KB int16 2D DRAM RS Data
CMOS Gating

Eyeriss V2 65nm 200 37 192 1 2 192 KB 105 KB int8 2D DRAM RS CSC
CMOS Compression

DianNao 65nm 980 3.02 1 16 16 32 KB 4 KB 8 KB int16 2D DRAM OS N/ACMOS
DaDianNao 28nm 606 67.73 16 16 16 32 MB 4 MB N/A int16 2D DRAM OS N/A(1 node) CMOS

ShiDianNao 65nm 1000 4.86 64 1 1 128 KB 128 KB 32 KB int16 2D DRAM OS N/ACMOS

Cambricon-X 65nm 1000 6.38 16 1 16 32 KB 16 KB 4 KB int16 2D DRAM WS Step
CMOS Indexing

Cambricon-S 65nm 1000 6.73 16 1 16 32 KB 16 KB 1 KB int16 2D DRAM WS Direct
CMOS Indexing

Cnvlutin 65nm 1000 71 16 16 16 32 MB N/A 4 MB int16 2D DRAM OS ZFNAf
CMOS Compression

SPRING 14nm 700 151 64 72 16 24 MB 12 MB 4 MB int20 Monoli- RRAM OS Binary-
FinFET thic 3D Mask

to design an efficient accelerator, such as the number of PEs, size of on-chip buffers, etc. These hyperparameters allow
ASIC-based accelerators to be highly customized for targeted applications and achieve high efficiency. However, the
development of such accelerators often comes at the cost of long design cycles and requires considerable computational
resources and domain expertise. Hence, many works have strived to automate the accelerator design process.

2.2.2 Automatic Accelerator Synthesis. The accelerator architecture must adequately match the targeted CNN model
to achieve optimal CNN acceleration and enable maximum utility and parallelism. Several works target automatic
accelerator synthesis methods to explore their self-defined design spaces systematically [55, 84]. However, they miss
the benefits and improvements obtained by exploring the CNN design space simultaneously. This motivates the need
for a co-design framework that explores the CNN and accelerator architecture design spaces simultaneously.

2.3 Hardware-software Co-design

Due to the benefits of both NAS and automated accelerator design, hardware-software co-design methods explore
an optimal CNN-accelerator pair. Many RL-based methods target co-design [4, 34]. However, these frameworks
are only applicable to FPGA-based accelerators. Zhang et al. [85] propose a rigorous design space of FPGA-based
accelerators. However, it does not consider various memory types (e.g., off-chip DRAM, HBM, and RRAM), which
limits its applicability. Recent works factor this in with a memory bandwidth parameter [51, 85]. However, the memory
configuration also affects the memory controller and area (for monolithic adoption), which previous works do not target.
Finally, these works do not consider the batch size (and the corresponding tiling parameters) that affect both model
accuracy and hardware performance. NAHAS [91], another RL-based exploration method, performs co-design based on
the design space of ASIC-based accelerators. Nevertheless, the framework only focuses on a small CNN design space
with limited CNN architectural hyperparameters. Moreover, it does not take the energy consumption of the accelerators
and the cost of the main memory system into account when performing the evaluation. EDD [41] and DANCE [16]
instead exploit differentiable search of the CNN model. Evolution-based and differentiable search algorithms only
perform a local search around the parent designs, thus missing out on other potentially superior CNN-accelerator
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Fig. 2. Flowchart of different parts of the CNNBench pipeline.

pairs in the design space [57]. Gibbon [62] leverages ES (drawbacks discussed in Section 2.1.4) on a design space of
in-memory accelerators, although with an adaptive parameter priority pipeline. However, it is limited to in-memory
accelerators, does not employ uncertainty in exploration, and does not tune the training recipe for the chosen CNN
model. Another recent work, NAAS [44], leverages an evolution-based algorithm to explore the ASIC-based hardware
space together with compiler mapping strategies. The above shortcomings motivate the development of a thorough and
sophisticated co-design method based on comprehensive CNN and accelerator design spaces. Next, we present our
proposed solution that tackles these challenges.

3 THE CODEBENCH FRAMEWORK

We now discuss the proposed co-design pipeline in detail.

3.1 CNNBench

We discuss different parts of the CNNBench pipeline (summarized in Fig. 2) next.

3.1.1 Design Space and Model Cards. The CNNBench design space (represented by Fig. 2(a)) is formed by computational

graphs for a diverse set of CNN architectures. All models in CNNBench are combinations of one or more operations.
These operations include not only traditional convolutions, but also many more, in light of recent state-of-the-art
CNN architectures. CNNBench supports 2D convolution operations of various kernel sizes (1 × 1 to 11 × 11) with
different number of channels (4 to 8256), number of groups (4 or 8), padding (1 to 3), along with ReLU, SiLU [50], and
other activation functions (further details in Section 4.1). We also support depth-wise separable convolutions [52], 3D
convolutions, and transposed convolutions [35]. Each convolutional block in our design space is a combination of the
convolution operation itself, followed by a batch-normalization step and the activation function [80].

Unlike the NASBench-101 dataset [80], our design space also includes dropout operations [60], channel-shuffle

operation with different group sizes [89] along with max and average pooling with different kernel sizes, padding,
and strides. In line with the EfficientNet family, we also include bilinear upsampling operations to support very deep
Manuscript submitted to ACM
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Fig. 3. Computational graph of (a) LeNet and (b) a complex CNN in the CNNBench design space.Dense-(NumClasses) is a feed-forward
layer based on the number of output classes for the given dataset [21, 36]. Stride and padding default to 1 if not mentioned.

networks that would otherwise suffer from vanishing spatial dimensions [65]. This expanded set of operations makes
the design space flexible enough for more accelerator-friendly models with respect to efficiency and hardware capacity.

3.1.2 Block-level Computational Graphs. Using the operation blocks defined above, we create various possible CNN
architectures in the form of computational graphs. These forward flows of operations in the network determine the
computational graph. Fig. 3(a) shows the computational graph of LeNet [38]. Using the set of permissible operation
blocks, we create all possible computational graphs for the design space (represented by Fig. 2(b); details in Section 4).
Fig. 3(b) shows the computational graph of another possible CNN in our design space. We create each computational
graph in the form of modules, where each module is a set of interconnected blocks with one input and one output. For
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instance, in Fig. 3(b), there are two modules, one for the convolutional operations (yellow) and the other for the MLP
head (orange). We stack multiple such modules to create deep and complex CNN architectures in our design space.

These modules are serially connected to form the computational graphs in the design space. This restricts the creation
of highly complex graphs. For our design space, we limit the size of convolutional modules to five operations (including
input and output blocks) with a maximum of eight edges in the graph per module. The final head can have up to eight
operations that are sequentially connected. Then, using the set of computational blocks, we create the design space of
CNN architectures in this modular format.

3.1.3 Levels of Hierarchy. Creating graphs using the above approach may lead to an extremely large design space. To
make the exploration more tractable, we propose a hierarchical search method that searches the design decisions in an
increasingly granular fashion. One can consider each CNN architecture created in the design space to be composed
of multiple stacks of modules. In this context, a stack is just a serial connection of modules where each module in
the stack is inherently the same. For instance, if the number of modules in a stack is 10, i.e., 𝑠 = 10, in a CNN with 31
modules, the first 10 modules would be the same, then the next 10, and the next 10 after that, after which there would
be a module for the MLP head. To go from one level of the hierarchy to the next, we consider a design space constituted
by a finer-grained neighborhood of these models. We derive the neighborhood by pairwise crossover between the
best-performing models and their neighbors in the current level of the hierarchy where the number of modules per
stack is 𝑠 (found using a graph-similarity method discussed later), in a space where the number of modules per stack is
𝑠/2 (or any integer divisor of 𝑠). We explain this crossover in detail next.

3.1.4 Crossover between CNN Models. We obtain new models in the subsequent level of the hierarchy by performing a
crossover between the best models in the previous level (with the number of modules per stack = 𝑠) and their neighbors.
Fig. 4 presents a working example of a crossover between two neighbors. Each stack, respectively, has 𝑠 modules that
are exactly the same. Once two well-performing CNNs at this level of hierarchy (or in other words, with a stack size
of 𝑠) are encountered, we explore architectures that are more granular interpolants between these models, i.e., with
Manuscript submitted to ACM



CODEBench: A Neural Architecture and Hardware Accelerator Co-Design Framework 11

a smaller stack size, where modules can be the same only up to a smaller 𝑠 . For every stack depth, we create a local
space of operation blocks by considering a union of the set of operations used in stacks at the same depth (say, 𝐴 and𝐶 ,
as in Fig. 4). Then, new modules are generated by sampling from these local spaces (denoted by 𝐴 ∪𝐶) and stacked
based on the new 𝑠/𝐾 modules per stack (𝐾 ∈ N, 𝐾 ≤ 𝑠). As a concrete example, if stacks 𝐴 and 𝐶 had 𝑠 = 10 modules
within them (again, each module in the stack being the same), then a design space from their modules is formed (𝐴 ∪𝐶).
Modules are then sampled from this space and stacked with a shorter stack size, say 𝑠 = 5, to generate the design
space for the next level of the hierarchy. Finally, we add the modules for the MLP heads at the end based on a sample
from the union of operations in the respective MLP heads of the neighbors. Expanding the design space in such a
fashion retains the original hyperparameters that result in high performance while also exploring finer-grained internal
representations learned by combinations of these hyperparameters at the same level.

3.1.5 Isomorphism Detection. Two computational graphs may be isomorphic. Hence, processing both would be
redundant. We use recursive hashing to detect graph isomorphism as follows [80]. For every node in the computational
graph, we concatenate the hash of its input, the hash of that node, and its output and then take the hash of the result.
For nodes with multiple inputs or outputs, we sort the hashes of these inputs or outputs and concatenate them to get
a representative hash of the input or output. We use SHA256 as our hashing function. Doing this for all nodes and
then hashing the concatenated hashes gives us the resultant hash of a given computational graph. We have empirically
verified that this algorithm does not cause false positives for the design space in consideration. Even if we had found a
slight false positive rate, it would only have added a small amount of redundancy to the search pipeline.

3.1.6 CNN2vec Embeddings. To run architecture search on our CNN design space, we generate a library of dense
embeddings (see Fig. 2(c)) for all the CNN architectures. We refer to them as CNN2vec embeddings, denoted by E𝐶 .
We do this by first calculating the Graph Edit Distance (GED) for all model pairs in the design space [5]. Unlike other
approaches like the Weisfeiler-Lehman kernel, GED bakes in domain knowledge in graph comparisons by using a
weighted sum of node insertion, deletion, and substitution costs. For the GED computation, we first sort all possible
operation blocks according to their computational complexity. Then, we weight the insertion and deletion cost for
every block based on its index in this sorted list, and the substitution cost between two blocks based on the difference
in the indices in this sorted list. GED also takes into account edge costs (set to a small value, 𝜖𝑒𝑑𝑔𝑒 = 1 × 10−9) when
calculating distances between graphs.

Some previous works have also employed deep and compute-heavy neural models for conversion of a computational
graph to an embedding [48, 77, 86]. These methods were tested on small design spaces and are not scalable to the
vast spaces used in this work. For instance, D-VAE [86] encodes only 19,020 neural architectures with only 37.26%
uniqueness. GIN-based models [48, 77] are too expensive to encode all models in the CNNBench design space efficiently.
Hence, we use the fast and accurate GED-based distance metric when generating the CNN2vec embeddings.

Given 𝑁 graphs in the CNN design space of computational graphs (G), we compute the GED for all possible graph
pairs. This gives us a dataset of 𝑃 =

(𝑁
2
)
distance pairs. To train the embedding, we minimize the mean-squared error

as the loss function between the predicted Euclidean distance and the corresponding GED. For the design space in
consideration, we generate embeddings of 𝑑 dimensions for every level of the hierarchy. More concretely, to train the
embedding E𝐶 , we minimize the loss

LE𝐶 =
∑︁

1≤𝑖≤𝑃,1≤ 𝑗≤𝑃,𝑖≠𝑗

(
d(E𝐶 (𝑔𝑖 ), E𝐶 (𝑔 𝑗 )) − GED(𝑔𝑖 , 𝑔 𝑗 )

)2
,
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where d(·, ·) is the Euclidean distance and the GED is calculated for the corresponding computational graphs 𝑔𝑖 , 𝑔 𝑗 ∈ G.
CNN2vec embeddings are superior to path encodings used in [72] because they are dense and hence more amenable to
search in surrogate models [14]. They also decouple the embedding process from the search flow to speed up training [72].
Further, since we derive these embeddings from graph distances, we can better interpret interpolants between two CNN
architectures. Finally, since this method learns a tabular embedding by directly propagating the gradients of the above
loss backward, one can train the embeddings speedily with large batch sizes and high parallelization with little memory
overhead on a GPU. We use these embeddings in our search process.

3.1.7 Weight Transfer among NeighboringModels. Training eachmodel in the design space is computationally expensive.
Hence, we rely on weight sharing to initialize a query CNN model, thus setting the weights closer to the optimum in
order to train new queries while minimizing exploration time (we also employ early stopping). This reduces the overall
search time by 32% [67] relative to training from scratch. Previous works have implemented weight transfer between
two CNN models [8, 24]. However, such works only support weight transfer between models with wider or deeper
versions of the same computational blocks. On the other hand, CNNBench supports weight transfer between any two
models in its design space due to the modularity inherent in the representation and implementation.

For every new query (𝑞) that we need to train, we find 𝑘 nearest neighbors of its corresponding computational graph
in the design space (we use 𝑘 = 100 in our experiments), found based on the Euclidean distance from the CNN2vec
embeddings (that have a one-to-one correspondence with the GED of the respective computational graphs) of other
CNNs. Here, the set of neighbors of 𝑞 is denoted by 𝑁𝑞 , and |𝑁𝑞 | = 100 ∀ 𝑞.

Now that we have a set of neighbors, we need to determine which ones are more amenable to weight transfer.
Naturally, we would like to transfer weights from the corresponding trained neighbor closest to the query, as such
models intuitively have similar initial internal representations. We calculate this similarity using a new biased overlap

metric that counts the number of modules from the input to the output that are in common with the current graph
(i.e., have exactly the same set of operations and connections). We stop counting the overlaps when we encounter
different modules, regardless of subsequent overlaps. This ranking could lead to more than one graph with the same
biased overlap with the current graph. Since the internal representations learned would depend on the subsequent set of
operations as well, we break ties based on the embedding distance of these graphs from the current one.

We now have a set of neighbors for every graph that are ranked based on both biased overlap and embedding distance.
This helps increase the probability of finding a trained neighbor with high overlap. As a hard constraint, we only
consider transferring weights if the biased overlap fraction (O𝑓 (𝑞, 𝑛) = biased overlap/𝑙𝑞 , where 𝑞 is the query model,
𝑛 ∈ 𝑁𝑞 is the neighbor in consideration, and 𝑙𝑞 is the number of modules in 𝑞) between the queried model and its
neighbor is above a threshold 𝜏𝑊𝑇 . If the query model meets the constraint, we transfer the weights of the shared part
from the corresponding neighbor to the query and train it under this weight initialization. Otherwise, we may have to
train the query model from scratch. We denote the weight transfer operation by𝑊𝑞 ←𝑊𝑛 .

3.1.8 BOSHNAS. The state-of-the-art NAS technique in the CNN design space, namely BANANAS [72], uses an
ensemble NN to predict uncertainty in model performance. However, ensemble NNs are dramatically more compute-
heavy than a single NN predictor. Researchers have also leveraged NNs to convert an optimization problem into a
mixed-integer linear program (MILP) to search for better-performing points in the design space [47]. However, solving
the MILP problem is computationally expensive and is often the bottleneck in this solution. Instead, we leverage a
novel framework, namely BOSHNAS (see Fig. 2(c)), for searching over a space of CNN architectures for the first time.
BOSHNAS runs gradient-based optimization using backpropagation to the input (GOBI) [68] on a single and lightweight
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Algorithm 1: BOSHNAS
Result: best architecture

1 Initialize: overlap threshold (𝜏𝑊𝑇 ), convergence criterion, uncertainty sampling prob. (𝛼𝑃 ), diversity sampling
prob. (𝛽𝑃 ), surrogate model (𝑓 , 𝑔, and ℎ) on initial corpus 𝛿 , design space 𝑔 ∈ G ⇔ 𝑥 ∈ Δ;

2 while convergence criterion not met do
3 wait till a worker is free;
4 if prob ∼ 𝑈 (0, 1) < 1 − 𝛼𝑃 − 𝛽𝑃 then
5 𝛿 ← 𝛿 ∪ {new performance point (𝑥, 𝑜)};
6 fit(surrogate, 𝛿) using Eq. (2);
7 𝑥 ← GOBI(𝑓 , ℎ) ; /* Optimization step */

8 for 𝑛 in 𝑁𝑥 do
9 if 𝑛 is trained & O𝑓 (𝑥, 𝑛) ≥ 𝜏 then
10 𝑊𝑥 ←𝑊𝑛 ;
11 send 𝑥 to worker;
12 break;
13 else
14 if 1 − 𝛼𝑃 − 𝛽𝑃 ≤ prob. < 1 − 𝛽𝑃 then
15 𝑥 ← argmax

𝑥
(𝑘1 · 𝜎 + 𝑘2 · b̂) ; /* Uncertainty sampling */

16 send 𝑥 to worker;
17 else
18 send random 𝑥 to worker ; /* Diversity sampling */

NN model that predicts not only model performance, but also the epistemic and aleatoric uncertainties. It leverages an
active learning framework to optimize the upper confidence bound (UCB) estimate of CNN model performance in the
embedding space. We use the estimates of aleatoric uncertainty to further optimize the training recipe for every model
in the design space. We explain the BOSHNAS pipeline in detail next. Alg. 1 shows its pseudo-code.

Uncertainty types: To overcome the challenges posed by an unexplored design space, it is important to consider
uncertainty in model predictions to guide the search process. Predicting model performance deterministically is not
enough to estimate the next most probably best-performing model. We leverage UCB exploration on the predicted
performance of unexplored models. This can arise from not only the approximations in the surrogate modeling process
but also parameter initializations and variations in model performance due to different training recipes, namely, the
epistemic and aleatoric uncertainties.

Surrogate model: BOSHNAS uses Monte-Carlo (MC) dropout [27] and a Natural Parameter Network (NPN) to
model the epistemic and aleatoric uncertainties, respectively. The NPN not only helps with a distinct prediction of
aleatoric uncertainty that we can use for optimizing the training recipe once we are close to the optimal architecture, but
also serves as a superior model than Gaussian processes, Bayesian Neural Networks, and other Fully-Connected Neural
Networks (FCNNs) [71]. Consider the NPN network 𝑓 (𝑥 ;\ ) with a CNN embedding 𝑥 as an input and parameters \ .
The output of such a network is the pair (`, 𝜎) ← 𝑓 (𝑥 ;\ ), where ` is the predicted mean performance and 𝜎 is the
aleatoric uncertainty. To model the epistemic uncertainty, we use two deep surrogate models: (1) teacher (𝑔) and (2)
student (ℎ) networks. The teacher network is a surrogate for the performance of a CNN, using its embedding 𝑥 as an
input. The teacher network is an FCNN with MC Dropout (parameters \ ′). To compute the epistemic uncertainty, we
generate 𝑛 samples using 𝑔(𝑥, \ ′). The standard deviation of the sample set is denoted by b . To leverage GOBI and avoid
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numerical gradients due to their poor performance, we use a student network (FCNN with parameters \ ′′) that directly
predicts the output b̂ ← ℎ(𝑥, \ ′′), a surrogate of b .

Active learning and optimization: For a design space G, we first form an embedding space Δ by transforming all
graphs in G using the CNN2vec embedding. Assuming we have the three networks 𝑓 , 𝑔, and ℎ initialized on a randomly
sampled set of pre-trained models (𝛿), we use the following UCB estimate:

UCB = ` + 𝑘1 · 𝜎 + 𝑘2 · b̂ =
(
𝑓 (𝑥, \ ) [0] + 𝑘1 · 𝑓 (𝑥 ;\ ) [1]

)
+ 𝑘2 · ℎ(𝑥, \ ′′), (1)

where 𝑥 ∈ Δ, 𝑘1, and 𝑘2 are hyperparameters. To generate the next CNN to test, we run GOBI using the AdaHessian
optimizer [79] that uses second-order updates to 𝑥 (∇2𝑥UCB) up till convergence. From this, we get a new query
embedding, 𝑥 ′. We find the nearest embedding for a valid CNN architecture based on the Euclidean distance of all
available CNN architectures in the design space Δ, giving the next closest model 𝑥 . We then train this model (from
scratch or after weight transfer from a nearby trained model with sufficient overlap) on the desired dataset to give the
respective performance. Once we receive the new datapoint (𝑥, 𝑜), we train the models using the loss functions on the
updated corpus, 𝛿 ′:

LNPN (𝑓 , 𝑥, 𝑜) =
∑︁
(𝑥,𝑜) ∈𝛿′

(` − 𝑜)2

2𝜎2
+ 1
2
ln𝜎2,

LTeacher (𝑔, 𝑥, 𝑜) =
∑︁
(𝑥,𝑜) ∈𝛿′

(𝑔(𝑥, \ ′) − 𝑜)2,

LStudent (ℎ, 𝑥) =
∑︁

𝑥,∀(𝑥,𝑜) ∈𝛿′
(ℎ(𝑥, \ ′′) − b)2,

(2)

where `, 𝜎 = 𝑓 (𝑥, \ ), and we obtain b by sampling 𝑔(𝑥, \ ′). The first is the aleatoric loss to train the NPN model [71]; the
other two are squared-error loss functions. We can run multiple random cold restarts of GOBI to get multiple queries
for the next step in the search process.

To summarize, starting from an initial pre-trained set 𝛿 in the first level of the hierarchy G1, we run until convergence
the following steps in a multi-worker compute cluster. To trade off between exploration and exploitation, we consider
two probabilities: uncertainty-based exploration (𝛼𝑃 ) and diversity-based exploration (𝛽𝑃 ). With probability 1−𝛼𝑃 − 𝛽𝑃 ,
we run second-order GOBI using the surrogate model to maximize UCB in Eq. (1). Adding the converged point (𝑥, 𝑜) in
𝛿 , we minimize the loss values in Eq. (2) (line 6 in Alg. 1). We then generate a new query point, transfer weights from
neighboring models, and train it (lines 7-11). With 𝛼𝑃 probability, we sample the search space using the combination of
aleatoric and epistemic uncertainties, 𝑘1 · 𝜎 +𝑘2 · b̂ , to find a point where the performance estimate is uncertain (line 16).
To avoid getting stuck in a localized search subset, we also choose a random point with probability 𝛽𝑃 (line 18). Once
we converge in the first level, we continue with subsequent levels (G2,G3, . . .) by forming subsequent design spaces for
each level of the hierarchy, as explained in Sections 3.1.3 and 3.1.4. The time complexity of one iteration of the active
learning loop is O(𝑛𝛿 ) where 𝑛𝛿 is the number of models in the corpus at that iteration.

3.2 AccelBench

Our accelerator benchmarking framework, AccelBench, is built upon a systolic 2D array architecture for generic
ASIC-based accelerators. Fig. 5(a) shows the generic layout of the accelerators incorporated in our design space. Taking
inspiration from SPRING [83], a state-of-the-art accelerator, all accelerators in AccelBench have a control block to
handle the CNN configuration sent from the CPU and to control the acceleration operations. The direct memory access
(DMA) controller communicates with the main memory system to load and store the input feature maps and filter
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Fig. 5. Accelerator/PE: (a) Generic layout of an accelerator in AccelBench. (b) Layout of a PE in an accelerator in AccelBench.

weights from and to the on-chip buffers, respectively. We split the on-chip storage into three parts: activation, weight,
and mask buffers. The activation buffer stores the input feature maps and output partial sums, while the weight buffer
holds the filter weights [83]. We compress the data stored in both the activation and weight buffers in a zero-free format
through a dedicated sparsity-aware binary-mask scheme to reduce the memory footprint. We design the mask buffer to
store the binary mask vectors used in the binary-mask scheme for sparsity-aware acceleration (more details below).
The 2D PE array executes the main computations of CNN acceleration and the MAC operations. AccelBench expands
the design space by scaling various hyperparameters in a CNN accelerator, including the number of PEs, number and
design of the MAC units, batch size used for running CNN inference, size of on-chip buffers, and size and configuration
of the main memory system. We present the details of these scalable hyperparameters next.

3.2.1 Processing Elements. Fig. 5(b) shows the layout of the PE and its built-in modules. It buffers input activations
from the feature maps and weight data from the filters into the activation first-in-first-out (FIFO) and weight FIFO
pipelines, respectively. To exploit sparsity in CNN weights, in order to improve efficiency, we employ the binary-mask
scheme used in SPRING [83] to skip ineffectual MAC computations. This scheme uses two binary masks to indicate
non-zero data in both input activations and filter weights. The pre-process sparsity module takes in data from the FIFOs
and uses the binary masks to eliminate all ineffectual MAC operations, e.g., when either the input activation or the
weight is zero. It then sends the zero-free MAC operations to the MAC units to complete the computations. The PE
passes the outputs generated from the MAC units through the post-process sparsity module to eliminate the zeros and
maintain a zero-free format to reduce the memory footprint. The pooling module supports three different pooling
operations, i.e., max pooling, average pooling, and global average pooling. The batch normalization module executes
batch normalization operations used in modern CNNs to reduce covariance shift [33]. Finally, the upsampling module

processes the upsampling operations used to upscale the feature maps (as explained in Section 3.1).

3.2.2 MAC Units. The MAC units, which are inside each PE, execute the MAC operations. We include two kinds of
MAC units in AccelBench. Fig. 6(a) shows the design of the 16-multiplier MAC unit. Many custom accelerators use
similar designs, including DianNao, DaDianNao, Cambricon-X, Cambricon-S, Cnvlutin, and SPRING. The MAC unit
consists of 16 multipliers that can perform 16 pairs of multiplications between the input activations and weights in
parallel. The results from the multipliers feed into a 16-input adder tree to perform the accumulation operation. The
accumulated sum passes through a dedicated stochastic rounding module to reduce the number of bits of precision to
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Fig. 6. Layouts of two different MAC units: (a) 16-multiplier, (b) 1-multiplier.

decrease the memory footprint (details given later). The truncated result accumulates the previous partial sum. The
module that executes the activation function: either ReLU or SiLU, takes this result as input. Fig. 6(b) shows the design
of the 1-multiplier MAC unit. Many custom accelerators (including Eyeriss v1, Eyeriss v2, and ShiDianNao) use a similar
design to favor certain dataflows over others. The MAC unit contains only one multiplier to perform one multiplication
between the input activation and the filter weight. This MAC design accumulates the result with previous partial sums
from the on-chip buffer or the internal register. The stochastic rounding module again truncates this result and then
sends it to either the ReLU or SiLU module.

All accelerators in AccelBench use the stochastic rounding algorithm [29] to quantize the data to a fixed-point
representation. SPRING [83] first used this algorithm. Unlike the traditional deterministic rounding scheme that rounds
a real number to its nearest discrete integer, the stochastic rounding algorithm rounds a real number 𝑥 to ⌊𝑥⌋ or ⌊𝑥⌋ +𝜖𝑅
stochastically, as shown below:

𝑅𝑜𝑢𝑛𝑑 (𝑥) =

⌊𝑥⌋ with probability ⌊𝑥 ⌋ + 𝜖𝑅 − 𝑥

𝜖𝑅

⌊𝑥⌋ + 𝜖𝑅 with probability 𝑥 − ⌊𝑥 ⌋
𝜖𝑅

(3)

where 𝜖𝑅 denotes the smallest positive discrete integer supported in the fixed-point format and ⌊𝑥⌋ represents the
largest integer multiple of 𝜖𝑅 less than or equal to 𝑥 . The advantage of this approach over traditional rounding is
that it does not lose information over multiple passes of the data instance. SPRING shows that using a fixed-point
representation with four IL bits and 16 FL bits can represent a CNN with negligible accuracy loss, where IL (FL) denotes
the number of bits in the integer (fraction) part. Hence, in our experiments, we set IL = 4 and FL = 16. We use the same
configuration for all hardware processing modules in AccelBench.

3.2.3 Batch Size. To leverage parallel computation in accelerators, AccelBench supports multiple batch sizes during
inference. More CNN operations can be computed in parallel with a larger batch size, resulting in higher throughput.
However, processing with a large batch size requires sufficient hardware computation capacity, e.g., sufficient PEs, MAC
units, on-chip storage, and memory bandwidth. An optimal batch size for an accelerator would depend on the features
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of the targeted CNN model. AccelBench thus provides flexibility to maneuver through various factors simultaneously,
namely hardware capacity and CNN architecture, that affect final performance; parameters like batch size impact both
the hardware and CNN performance.

3.2.4 On-chip Buffers. To improve on-chip data bandwidth and enable sophisticated buffer design, we partition the
on-chip storage into three parts: activation, weight, and mask buffers. The optimal on-chip buffer size depends on
the throughput capability of the hardware computational modules and CNN model size. The proposed optimization
framework finds a balance between area and energy while searching for an optimal CNN-accelerator pair.

3.2.5 Main Memory. CNN computations involve a large number of parameters, such as the input feature maps and
filter weights. A sufficiently large main memory is crucial for storing all the CNN weights and input images (for a given
batch) in the CNN accelerator. Moreover, a high-bandwidth interface is indispensable to keep the accelerator running at
a high utilization rate. AccelBench supports three different main memory systems, namely, dynamic random-access
memory (DRAM), 3D high-bandwidth memory (HBM), and monolithic 3D resistive random-access memory (RRAM). In
addition, we provide different memory configurations for each memory type with respect to the numbers of banks,
ranks, and channels.

To increase the off-chip bandwidth (beyond conventional DRAM) for CNN computations, through-silicon via (TSV)
based 3D memory interfaces, such as HBM, have been used in high-end GPUs and specialized CNN accelerators [81].
Unlike an HBM that uses TSVs, the monolithic 3D memory interface employs monolithic 3D integration to fabricate
the chip tier-by-tier on only one substrate wafer. The tiers are connected through monolithic inter-tier vias (MIVs),
whose diameter is one-to-two orders of magnitude smaller than that of TSVs, enabling a much higher MIV density and
thus a higher bandwidth [82]. SPRING leverages this monolithic 3D memory system based on non-volatile RRAM to
deliver high memory bandwidth and energy efficiency [83].

3.2.6 CNN Mapping. Fig. 7 shows a convolutional layer of a CNN. To map the MAC operations of a convolutional layer
onto an accelerator, data need to be partitioned into smaller chunks for placement onto on-chip buffers. This is called
data tiling [63]. After performing data tiling, one can explore the computational parallelism in a convolutional layer by
unrolling the data chunks in different dimensions. This is called loop unrolling [63]. There are a total of seven dimensions
of parallel computations we can explore in both input feature maps and filter weights. 𝑁𝑖𝑏 , 𝑁𝑖 𝑓 , 𝑁𝑖𝑥 , 𝑁𝑖𝑦, 𝑁𝑜 𝑓 , 𝑁𝑘𝑥 ,
and 𝑁𝑘𝑦 denote the input batch size, number of input feature map channels, width and height of the input feature
maps, number of output feature map channels, and width and height of the filter weights, respectively [84]. We

Manuscript submitted to ACM



18 Tuli et al.

specify the number of parallel computations among these dimensions as 𝑃𝑖𝑏 , 𝑃𝑖 𝑓 , 𝑃𝑖𝑥 , 𝑃𝑖𝑦, 𝑃𝑜 𝑓 , 𝑃𝑘𝑥 , and 𝑃𝑘𝑦 , respectively.
We use these parameters to determine the number of PEs and MAC units of the accelerator. The number of PEs:
#𝑃𝐸𝑠 = 𝑃𝑖𝑏 × 𝑃𝑖𝑥 × 𝑃𝑖𝑦 . The number of MAC units inside each PE: #𝑀𝐴𝐶 𝑢𝑛𝑖𝑡𝑠 = 𝑃𝑜 𝑓 × 𝑃𝑘𝑥 × 𝑃𝑘𝑦 . We set 𝑃𝑖 𝑓 to either
16 or 1, depending on the type of MAC unit used in the accelerator.

Choosing the dataflow is also an important design choice while building a CNN accelerator. We choose the dataflow
(namely OS) based on the state-of-the-art accelerator, SPRING [83]. This accelerator selects the OS dataflow based on
profiled performance on popular CNN architectures. Thus, OS is the dataflow of choice for all architectures in our
design space. Some recent works have shown the advantages of reconfiguring the dataflow on a layer-wise basis [69].
However, this would add significant interconnect overhead to the architectures in the AccelBench design space. Altering
the dataflows also requires redesigning the compiler mapping strategies, including the loop unrolling order and data
tiling size, and the connectivity between the MAC units and PEs [63]. In addition, adding dataflow support would
significantly expand the accelerator design space, leading to longer search times. The fact that hierarchical search is
impossible in accelerator designs exacerbates this further. Hence, we leave dataflow exploration to future work.

3.2.7 Accelerator Embeddings. To run BOSHCODE with the AccelBench framework, we represent each accelerator
with a 13-dimensional vector. The elements of this vector represent the hyperparameters in our design space. We
present more details in Section 4.2.

3.3 Co-design Pipeline

We leverage both CNNBench and AccelBench in the co-design process. We describe various parts of the co-design
pipeline next.

3.3.1 BOSHCODE. BOSHNAS basically learns a function (comprising 𝑓 , 𝑔, and ℎ; c.f. Section 3.1.8) that maps the CNN
embedding to model performance. It then runs GOBI to get the next CNN architecture that maximizes performance.
BOSHCODE extends this idea to CNN-accelerator pairs. It uses the same three functions in BOSHNAS (namely 𝑓 ,
𝑔, and ℎ). However, we modify these functions to incorporate design spaces of both CNNs and accelerators, and
implement co-design. Again, we model the epistemic uncertainty by the teacher networks (𝑔, with MC dropout) and a
student network ℎ, and the aleatoric uncertainty by an NPN (𝑓 ). The performance measure for optimization is a convex
combination of latency, area, dynamic energy, leakage energy, and model accuracy. Mathematically,

Performance = 𝛼 × (1 − Latency) + 𝛽 × (1 − Area) + 𝛾 × (1 − Dynamic Energy)

+ 𝛿 × (1 − Leakage Energy) + 𝜖 × Accuracy
(4)

where 𝛼 + 𝛽 + 𝛾 + 𝛿 + 𝜖 = 1 are hyperparameters and we normalize the values of the individual performance measures
with their maximum values (hence, reside in the [0, 1] interval). Thus, for edge applications where the power envelope
of devices is highly restricted, users can set the hyperparameters 𝛾 and 𝛿 high. On the other hand, for server-side
deployments, where accuracy is of utmost importance, one can set 𝜖 high.

3.3.2 Learning the Surrogate Function. Using the dataset derived frommapping CNN-accelerator pairs to their respective
performance values, BOSHCODE learns a surrogate function that predicts performance (along with the uncertainty)
for all pairs in the design space. It leverages the active learning pipeline in BOSHNAS to query CNNs and accelerator
architectures in their respective design space, to get an optimal pair that maximizes the given performance function. As
noted above, BOSHCODE does not use separate models for the CNN and accelerator but a hybrid one instead. This
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Fig. 8. Schematic of the BOSHCODE teacher function. Dropout layers have been omitted for simplicity.

aids in learning the performance of every CNN-accelerator pair, which is a function of the independent CNN and
accelerator design decisions and their interdependence. In other words, we execute GOBI on representations learned on
information from both the CNN and accelerator parameters and also representations learned specifically for either the
CNN or the accelerator.

Fig. 8 shows a simplified schematic of the teacher network in BOSHCODE. It maps the CNN-accelerator embeddings
to the corresponding performance measures, which are a combination of the 16-dimensional CNN2vec embeddings
and the 13-dimensional accelerator embeddings. As explained above, the network learns separate representations of
performance for the CNN and accelerator and then combines them to give a final performance prediction. The student
network learns the epistemic uncertainty from this teacher network through sampling (c.f. Section 3.1.8). Then, we run
GOBI on the combined and separate representations (of the student network) to find the optimal CNN-accelerator pair
that maximizes the UCB estimate of the performance. Here, the gradients are backpropagated to the input (i.e., the
CNN-accelerator pair) to obtain the next pair to query in the active learning loop. The algorithm iteratively evaluates
CNN-accelerator pairs (using the CNNBench and AccelBench frameworks) to obtain the best-performing pair. Moreover,
as explained in Section 3.1.8, we implement this in a hierarchical fashion to efficiently search the massive design space
of 9.3× 10820 CNN-accelerator pairs (details of design spaces given in Section 4). More concretely, we gradually drop the
stack size 𝑠 , from 10 to 1 over multiple iterations as the search process goes through numerous levels of the hierarchy.
This is a crucial step in making the search feasible.

Any performance predictor has some inaccuracies. Uncertainty modeling and subsequent search mitigate the impact
of such errors. Hence, while running the BOSHCODE pipeline, we leverage uncertainty-based sampling to achieve the
optimal solution. When BOSHCODE reaches the optimal CNN-accelerator pair, it leverages aleatoric uncertainty in
prediction to query the same pair multiple times. This aids in validating the optimality of the converged pair. Previous
works do not test their surrogate model accuracy around the converged optimal point, thus leading to sub-optimal
solutions. BOSHCODE also leverages diversity sampling to reduce modeling error on unexplored points in the design
space.

3.3.3 Inverse Design. To add constraints to the CNN and accelerator design spaces, we limit the respective spaces to
certain vectors. In other words, BOSHCODE only subsequently tests CNN-accelerator pairs within a pre-defined tabular
design space. For instance, if the user wants to confine the accelerators within a certain area constraint, we restrict
GOBI to select the nearest vector (from the reached local optimum in the continuous space) in the tabular accelerator
search space that satisfies the constraint.
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4 EXPERIMENTAL SETUP

In this section, we discuss the setup and assumptions behind various experiments we performed in this work.

4.1 CNN Design Space

As described in Section 3.1, we use the operation blocks of various functions, convolution, pooling, MLP layers, activation
functions, etc., to define the design space. This results in 618 operation blocks in all. We describe these operations next.

• Channel shuffle in groups of {1, 2, 4, 8} [89].
• Dropout with probability of {0.1, 0.11, 0.2, 0.3, . . . , 0.9} [60].
• Upsampling to size of {240, 260, 300, 380, 465, 528, 600, 800} [65].
• Maxpool and Avgpool in kernel sizes of {3 × 3, 5 × 5} with a padding of either 0 or 1 and stride of 1 or 2.
• Convolution in kernel sizes of {1 × 1, 3 × 3, 5 × 5, 7 × 7, 11 × 11} with output channels in {4,. . ., 8256} (98 values),
with groups in {4, 8, 16} or depth-wise layers where the groups are equal to the number of input channels. The
padding and strides supported are from {0, 1, 2, 3} and {1, 2, 4}, respectively. For all convolutional layers, we
support both ReLU and SiLU activations [50].
• Flatten and global-average-pool for flattening the output from the convolutional layers. Global-average-pool
computes an average across the spatial dimensions to output a vector of length equal to the number of output
channels from the convolutional layers [43].
• MLP layers with the number of hidden neurons in {84, 120, 1024, 4096} and finally the number of classes.

To limit the size of the design space, we do not consider all combinations but only those prevalent in popular CNN
architectures. We limit the CNN computational graphs to a depth of 90 modules (excluding the final head module),
each module with a maximum of five vertices (including the input and output operations) and limited to eight edges in
modules with convolutional operations. For the final head module, we limit the number of vertices to eight (it only
has linear feed-forward connections of fully-connected and dropout layers). This leads to a total design space of size
4.239 × 10812. This is much larger than any other NAS design space studied before [9, 57, 80]. We form the first level of
the hierarchy by creating graphs with a stack size of 10, resulting in 2.089 × 1085 CNN architectures in the first level
(details in Section 3.1.3). This not only eases the search for the best-performing CNN but also reduces the disparity in
CNN and accelerator search space sizes that might lead to challenges in optimization.

The CNN2vec embedding has dimension set to 𝑑 = 16 after running grid search. To do this, we minimize the distance
prediction error while also keeping 𝑑 small using knee-point detection. We obtain the hyperparameter values for
BOSHNAS through grid search. We use overlap threshold 𝜏𝑊𝑇 = 80% and constants 𝑘1 = 𝑘2 = 0.5 (see Section 3.1)
in our experiments. We set the uncertainty and diversity sampling probabilities to 𝛼𝑃 = 0.1, 𝛽𝑃 = 0.1. The algorithm
reaches the convergence criterion when the change in performance is within 10−4 after five iterations.

We set a fixed training time of 200 epochs for every CNN on the CIFAR-10 dataset [36]. Early stopping can result
in lower training time for certain CNNs. We use a batch size of 128 for training. We automatically tune the training
recipe for every CNN to tune the hyperparameter values. We leverage the Asynchronous Successive Halving scheduler
[40], implemented using random search over different hyperparameter values, in the training recipe. CNNBench
supports various optimizers including Adam, AdamW [46], etc., along with various learning-rate schedulers including
cosine annealing, exponential, etc. We sample learning rates in a log-uniform manner in the [1 × 10−5, 1 × 10−2]
interval. We sample other optimizer parameters as follows: 𝛽1 ∼ U(0.8, 0.95), 𝛽2 ∼ U(0.9, 0.999), and weight decay
ln(_) ∼ U(ln(1 × 10−5), ln(1 × 10−3)). Here,U refers to the uniform distribution.
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Table 2. Hyperparameter values used in the proposed accelerator design space.

Hyperparameter Permissible values

𝑃𝑖𝑏 1, 2, 4
𝑃𝑖 𝑓 1, 16
𝑃𝑖𝑥 1 ∼ 8
𝑃𝑖𝑦 1 ∼ 8
𝑃𝑜 𝑓 1, 2, 4, 8
𝑃𝑘𝑥 and 𝑃𝑘𝑦 1, 3, 5, 7
batch size 1, 64, 128, 256, 512
activation buffer size 1MB ∼ 24MB, in multiples of 2
weight buffer size 1MB ∼ 24MB, in multiples of 2
mask buffer size 1MB, 2MB, 3MB, 4MB

main memory type
1: Monolithic 3D RRAM
2: Off-chip DRAM
3: HBM

main memory configuration

RRAM: 1: [16, 2, 2], 2: [8, 2, 4], 3: [4, 2, 8],
4: [2, 2, 16], 5: [32, 2, 1], 6: [1, 2, 32]
DRAM: 1: [16, 2, 2], 2: [8, 2, 4], 3: [32, 2, 1],
4: [16, 4, 1]
HBM: 1: [32, 1, 4]

4.2 Accelerator Design Space

Fig. 1(a) shows the workflow of AccelBench. We implement all the supported modules in AccelBench at the register-
transfer level (RTL) with System Verilog. We synthesize the RTL modules with Synopsys Design Compiler [3] using
a 14nm FinFET cell library [28] to estimate delay, power consumption, and area. We model on-chip buffers with
FinCACTI [54] and the main memory systems with NVMain [22, 49]. Finally, we plug in the estimated delay, power
consumption, and area of the RTL modules, on-chip buffers, and main memory systems into a custom cycle-accurate
accelerator simulator implemented in Python. AccelBench’s accelerator simulator takes the Python object of the CNN
model generated using CNNBench as its input and estimates the computation latency, energy consumption, and area of
the accelerator in consideration.

As mentioned in Section 3.2, we encode each accelerator in AccelBench with a 13-dimensional vector, which contains
the hyperparameter values used to expand the accelerator design space. We show the ranges of all hyperparameter
values in Table 2. Note that we set 𝑃𝑘𝑥 = 𝑃𝑘𝑦 to match the conventional square matrix structure of the filter weights. The
three entries in every list for main memory configurations are the number of banks, ranks, and channels, respectively.
Using these respective ranges, we get a design space with 2.28 × 108 accelerators, much larger than in any previous
work [4, 34, 44, 91].

4.3 Co-design and Baselines

For running BOSHCODE, we use the following parameter values to obtain the performance measure: 𝛼 = 0.2, 𝛽 = 0.1,
𝛾 = 0.2, 𝛿 = 0.2, 𝜖 = 0.3 (see Section 3.3). Other hyperparameters are the same as described in Section 4.1 All models are
trained on NVIDIA A100 GPUs and 2.6 GHz AMD EPYC Rome processors. The entire process of training BOSHCODE
to get the best CNN-accelerator pair took around 600 GPU-days.
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Fig. 9. Performance of BOSHNAS and BANANAS: (a) NASBench-101 dataset and (b) ablation analysis of BOSHNAS. 50 trials are run
for all techniques. Plotted with 90% confidence intervals.

As described in Table 1, we incorporate various accelerators into our AccelBench framework. For a fair comparison of
various performance measures, we implement an analogous accelerator in the AccelBench design space by transferring
the design decisions into a 13-dimensional vector. However, direct comparison with respective results is challenging since
each work uses a separate baseline for comparison and the reported results are often normalized. Further, individual
works implement accelerators with different hardware modules, CNN mapping strategies, technology nodes, and
clock frequencies. Thus, AccelBench serves as a common benchmarking platform that compares diverse accelerator
architectures along fairly-determined parameter values and performance measures.

We also compare our work with various co-design baselines. Co-Exploration [34] explores the hardware and software
spaces simultaneously, with different objectives: optimizing either the hardware design decisions (OptHW) or the
software CNN architecture (OptSW). It works with up to three Xilinx FPGAs (XC7Z015) and searches for a pipelining
strategy. BoBW [4] implements RL-based co-design on the NASBench-101 dataset [80] for CNNs with a library of
FPGAs. It uses CHaiDNN, a library for acceleration of CNNs on FPGAs [1]. The CHaiDNN FPGA accelerator has various
configurable parameters [4]. NASAIC [78] and NAAS [44] leverage RL and ES, respectively, on a space of accelerators
based on the NVDLA [2], ShiDianNao [23], etc., dataflow templates. We also add a state-of-the-art differentiable
search based baseline, i.e., Auto-NBA [26], which has a reasonably large design space of size 5.3 × 1063. It employs
the Accelergy platform, an energy estimator tool for accelerators [75]. Its design space is based on recent FPGA-based
accelerators [56, 88] and adopts a chunk-wise pipelined architecture.

5 RESULTS

In this section, we validate our claims by comparing the CODEBench framework with the aforementioned baselines.

5.1 BOSHNAS on a CNN Design Space

Fig. 9(a) shows the performance of BOSHNAS with respect to the state-of-the-art NAS technique, BANANAS [72], on
the NASBench-101 dataset [80]. The figure plots the final loss on the test set for CNNs found after a given number of
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Fig. 10. Performance measures when three approaches are applied to the design space: (a) fixing CNN to MobileNet-V2 and searching
the accelerator space, (b) fixing the accelerator to SPRING [83] and performing NAS, and (c) co-design in the space of CNN-accelerator
pairs.

queries from either NAS technique. As we can see, BOSHNAS results in a lower average test loss than BANANAS after
50 queries on the NASBench-101 design space. Fig. 9(b) shows an ablation analysis of BOSHNAS on the NASBench-
101 dataset, with the BOSHNAS model being used once without second-order gradients and once without modeling
heteroscedasticity, i.e., the NPN model 𝑓 . These plots justify the need for heteroscedastic modeling and second-order
gradients in the space of CNN models. The heteroscedastic model forces the optimization of the training recipe when
the framework approaches optimal architectural design decisions. Second-order gradients, on the other hand, help the
search avoid local optima and saddle points, and also aid faster convergence.

5.2 Co-design vs. One-sided Approaches

Fig. 10 highlights the benefits of hardware-software co-design over one-sided approaches, namely automatic accelerator
synthesis and hardware-aware NAS, as described in Section 2. We formulate the CNN and accelerator design spaces
as per the hyperparameter ranges presented in Sections 4.1 and 4.2. Then, we search for a CNN-accelerator pair that
optimizes the selected performance measure, which is a combination of latency, area, dynamic and leakage energies,
and accuracy (see Eq. (4)) for every CNN-accelerator pair.

Fig. 10(a) shows the best normalized performance measures achieved after searching the space of accelerator design
decisions using BOSHCODE. Here, we force gradients to the CNN embedding to zero to find the next accelerator
to simulate in the search process. Fig. 10(b) shows the results when we explore the CNN design space while fixing
the accelerator instead. In this case, we force the gradients to the accelerator embedding to zero in the two-input
BOSHCODE network. Fixing the accelerator and searching the CNN design space does not result in noticeable gains in
accuracy but results in slight improvements in latency and energy values. This is due to the search process landing on
another equally performing CNN, but one which is smaller in terms of the number of parameters (reduced from 3.4M
to 2.9M). This also improves hardware resource utilization. Finally, Fig. 10(c) shows the best performance achieved from
co-design in the CNN and accelerator spaces using our proposed BOSHCODE approach. This enables higher flexibility
in search, resulting in much higher accuracy and significant improvements in the hardware performance measures.
Co-design achieves 4.3% higher model accuracy on the CIFAR-10 dataset, while enabling 85.7% lower latency (averaged
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Fig. 11. Pareto frontier between accuracy and (a) chip area, (b) dynamic energy consumption, (c) latency, and (d) energy-delay product
(calculated using the sum of dynamic and leakage energies). Reduced number of points (compared to 245 trained) have been plotted
for clarity. Points far from the Pareto frontier have been neglected in the plot. †Cnvlutin-like [6] accelerator (used in conjunction with
VGG19 and AlexNet) implemented in AccelBench for fair comparisons (see Section 4.3).

Table 3. Comparison of optimal CNN-accelerator pair with a state-of-the-art. Top1 accuracy is reported for the ImageNet dataset.

Performance measure CIFAR-10 ImageNet

S-MobileNet S*-ResNet* S-MobileNet S*-ResNet*

Latency (ms) 0.22 0.09 0.57 0.32
Area (mm2) 152 178 152 178
Dynamic Energy (mJ) 28.4 14.7 41.2 37.5
Leakage Energy (mJ) 19.8 4.2 6.3 4.7
Accuracy (%) 93.4 94.8 72.1 75.8

per batch of images), 79.4% lower total energy consumption (including both dynamic and leakage energies), and 14.8%
lower chip area, when compared to automatic accelerator synthesis. On the other hand, relative to hardware-aware
NAS, co-design achieves 4.2% higher model accuracy at 84.6% lower latency, and 14.8% lower chip area. Fig. 10 uses the
following values for normalization: 9ms for latency, 774mm2 for chip area, 735mJ for dynamic energy, and 280mJ for
leakage energy.

5.3 Optimal CNN-accelerator Pair

Fig. 11 shows the Pareto frontiers of CNN-accelerator pairs in our design space. We have also included other state-of-the-
art pairs proposed in the literature, including MobileNet [52] and ResNet-101 [30] on SPRING [83] and VGG-19 [58] and
AlexNet [37] on Cnvlutin [6]. One can observe these existing CNN-accelerator pairs to be far from the Pareto frontier. In
other words, BOSHCODE finds pairs that outperform previously proposed CNN architectures and accelerator designs
in user-defined performance measures.

For the performance measure defined by the convex combination of different parameter values (namely, latency, area,
dynamic energy, leakage energy, and model accuracy, as calculated using Eq. (4)), we get an optimal CNN-accelerator
pair by running BOSHCODE on the entire design space. The optimal CNN is close to ResNet-50 (we call it ResNet∗) and
the optimal accelerator is similar to SPRING (we call it S∗). Table 3 compares this optimal pair (denoted by S∗-ResNet∗)
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Table 4. Comparison of baseline and proposed co-design techniques. Energy values reported are for each input frame.

Framework Platform Search space Accuracy (%) Area (mm2) FPS (s−1) EDP (`J-s)

Baselines

Co-Exploration (OptHW) [34] FPGA 5.9 × 103 80.2 - 130 1612.9
Co-Exploration (OptSW) [34] FPGA 5.9 × 103 85.2 - 130 1612.9
BoBW [4] FPGA 4 × 109 94.2 102 8.1 -

NASAIC [78] DLA 1.1 × 106 93.2 525 1749 571.8
NAAS [44] DLA 1 × 1024 93.2 525 6562 365.7

Auto-NBA [26] Accelergy [75] 5.3 × 1063 93.3 710 320 18.7

Ablation Analysis

Hardware-Aware NAS (Ours) AccelBench 4.2 × 10812 91.8 245 1709 45.8
CODEBench (Ours; DRAM only) AccelBench 1.6 × 10820 93.9 184 8620 14.8
CODEBench (Ours) AccelBench 9.3 × 10820 94.8 178 11,111 1.7

with the state-of-the-art baseline in various performance measures (we choose MobileNet with SPRING as it gives the
highest performance measure compared to other off-the-shelf CNNs, and denote the pair by S-MobileNet). BOSHCODE
achieves 59.1% lower latency, 60.8% lower energy, and 1.4% higher accuracy compared to the state-of-the-art CNN-
accelerator pair at the cost of 17.1% increase in area. A different convex combination of hyperparameter values (𝛼, 𝛽,𝛾, 𝛿,
and 𝜖) would result in BOSHCODE converging to a different CNN-accelerator pair. In our experiments, a low value
of 𝛽 = 0.1, which corresponds to the weight contributed to the chip area, results in a slightly higher area relative to
the state-of-the-art pair. When comparing the two pairs on the ImageNet dataset [21], we see a 43.8% lower latency,
11.2% lower energy consumption, and 3.7% higher model accuracy. Due to the transferability of the optimal model
from our search space to the ImageNet dataset, our optimal pair also outperforms other state-of-the-art approaches
like differentiable search that are directly trained on the ImageNet dataset. For context, ProxylessNAS [10] achieves
74.6% Top1 accuracy with a latency of 78ms on a Google Pixel 1 smartphone. The accuracy is 1.2% lower than that of
S∗-ResNet∗ and the latency is 243.75× higher than that of S∗-ResNet∗.

5.4 Co-design with an Expanded Design Space

Table 4 presents a detailed comparison of results for the CODEBench framework and various co-design baselines. Here,
Co-Exploration [34] runs co-design in a design space of three Xilinx FPGAs (XC7Z015; fabricated on 28nm process and
normalized to 14nm), chip area for which is unknown. BoBW [4] does not model energy consumption of the hardware
architectures in its design space. For NASAIC [78] and NAAS [44], we report the die area for the Xavier system-on-chip
that has two instances of NVDLA [2], fabricated in a 12nm process [53] and normalized to 14nm [61]. For NASAIC and
NAAS, we assume a 700MHz clock-rate assumed for calculation of FPS from the reported latency in cycles [44]. For
Auto-NBA, we use Auto-NBA-Mixed [26] to report the value of FPS. Moreover, the same baseline reported the EDP in
J-cycles and we assumed a 700MHz clock-rate for conversion to `J-s.

Our framework not only achieves the highest model accuracy on the CIFAR-10 dataset but also improves upon
other hardware performance measures including frame-rate per second (FPS) or throughput, and EDP. CODEBench
achieves 1.5% higher accuracy and 34.7× higher throughput while having 11.0× lower EDP and requiring 4.0× lower
chip area, when compared to a state-of-the-art co-design framework, i.e., Auto-NBA. These substantial gains compared
to traditional co-design frameworks became possible due to a search over a massive design space of CNN-accelerator
pairs (9.3 × 10820), compared to only 5.3 × 1063 in Auto-NBA. We can attribute high reductions in energy consumption
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to the use of sparsity-aware computation, monolithic 3D RRAM interface instead of an off-chip DRAM [82], etc. For fair
comparisons, we have normalized the results for different technology nodes [61] and added a CODEBench optimal pair
with the constraint that RRAM is unavailable. The co-design case outperforms hardware-aware NAS with a lower chip
area and a higher throughput. We attribute this to a smaller CNN model that is a better fit for the searched accelerator,
resulting in better utilization of resources and parallelism.

5.5 Discussion

For running the co-design pipeline, we trained all CNN models in our design space on the CIFAR-10 dataset. As seen
from Table 3, and also noted above, performance of models on CIFAR-10 directly translates to that on ImageNet as
well [92]. Running the BOSHCODE framework on the ImageNet dataset would incur high compute costs. Hence, this
trend of transferable performance is of utmost importance to scalable search [80]. Due to the incorporation of highly
diverse CNNs and accelerator architectures, future researchers can directly use these surrogate models to minimize time
and costs, and quickly search specialized subset spaces of interest. Additionally, we could further expand both the CNN
and the accelerator design spaces with more operations in the former and more hardware modules and memory types
in the latter. In this context, we could also employ the co-design pipeline for in-memory accelerators and neuromorphic
architectures [62, 66]. Due to the proposed scalable method, one can search even larger CNN design spaces with a more
aggressive hierarchical search, i.e., increasing granularity in fewer steps. One could also exploit dynamic CNN model
inference [76] and on-the-fly quantization during inference [15] to further reduce latency and energy consumption. We
leave these extensions to future work.

6 CONCLUSION

In this work, we presented CODEBench, a unified benchmarking framework for simulating and modeling CNN-
accelerator pairs and their performance measures (model accuracy, latency, area, dynamic energy, and leakage energy).
We developed a novel CNN benchmarking framework, CNNBench, that leverages the proposed CNN2vec embedding
scheme and BOSHNAS (that uses this embedding scheme, Bayesian modeling, and second-order optimization) to
efficiently search for better-performing CNN models within a given design space. Our proposed CNN design space is
richer compared to that in any previous work. In order to optimize hardware performance at the same time, we also
proposed a new accelerator benchmarking pipeline, AccelBench. It targets not only a vast design space of ASIC-based
accelerator architectures but also simulates various performance measures of these hardware designs. We then use
a novel co-design approach, namely BOSHCODE, that searches for the best CNN-accelerator pair. Our proposed
approach results in a CNN-accelerator pair with 1.4% higher CNN accuracy compared to a state-of-the-art pair, i.e.,
SPRING-MobileNet, while enabling 59.1% lower latency and 60.8% lower energy values. CODEBench outperforms the
state-of-the-art co-design framework, i.e., Auto-NBA [26], resulting in 1.5% higher CNN accuracy and 34.7× higher
throughput, while enabling 11.0× lower energy-delay product and 4.0× lower chip area.
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